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1. Introduction 

 

1.1. Background 

 

Daily life demands that we use verbal and non-verbal communication. However, 

severely handicapped individuals such as people with advanced amyotrophic lateral 

sclerosis (ALS), locked-in syndrome, or nasopharyngeal cancer have difficulty 

expressing their thoughts. Their caregivers also face difficulties when caring for patients. 

A brain–computer interface (BCI) has been developed to provide prosthetics for such 

individuals. 

The anticipated benefits of the BCI are not merely confined to those individuals. 

They are expected to be useful for entertainment, personal communication, and game 

devices, and with preventive medical treatments for healthy individuals. When both 

healthy individuals and those with a disability use the same core technology, the 

demand shown by healthy people is expected to contribute to the welfare of 

handicapped individuals through improved production and reduced costs of assistive 

equipment. I seek to develop devices that are attractive for both handicapped and 

healthy people. The objective technology requires portability, high classification 

accuracy, and usability. 

For these supporting prosthetics, many studies have been conducted using methods 

such as P300 speller [1], steady-state visual evoked potentials (SSVEP) speller [2], 

SSVEP cursor controller [3], and near infrared spectroscopy (NIRS) [4]. The P300 

needs long period to detection for oddball task and averaging. For the SSVEP spellers, 

users must gaze on the attempted word. With the SSVEP cursor controller, subjects 

must undergo training to move cursors using electroencephalography (EEG). In the 

method using hemodynamic response, e.g., NIRS, users must train in the mode of 

imagining calculations or imagining fast songs for detection. The methods described 

above necessitate training of skills that users have never developed in daily life. 

The classification of silent speech is a simple method that requires no special training. 

In addition, spatial filtering enables silent speech to be detected by single trial. Many 

silent speech interface studies have used electromyographic (EMG) signals [5], 

electromagnetic field measurements with implanted magnets [6], and ECoG signals 

detected using invasive electrodes [7]. The method using EMG signals requires 

electrodes mounted on the user’s face or neck. The system is uncomfortable and fragile. 

The method using magnet implantation around a patient’s mouth is effective, but it 
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requires surgical operations. Severely paralyzed patients might accept surgical 

operations, but healthy individuals would not accept them. Moreover, any method using 

invasive electrodes necessitates surgical operations. The detection of silent speech by 

EEG is a good method in terms of portability and user-friendliness. It doesn’t need 

surgical operation. In addition, headset device which detects EEG is hard to break. 

I recommend that method using silent speech and EEG is the best method to help 

communication (Fig. 1.1). 

The imagined vowels were classified using EEG, as measured using scalp electrodes, 

common spatial pattern (CSP) filtering, and nonlinear support vector machine (SVM) 

[8]. The CSP method is commonly used to find spatial filters for the classification of 

multichannel EEG signals. The spatial filters for multichannel EEG signals, which are 

derived using CSP, can extract discriminatory information from two classes of EEG 

signals and enables to be detected by single trial. The SVM separates two classes with 

maximized margin nonlinearly. Classification rates of 56–72% were obtained for 64 

electrodes for the pairwise classification /a/ vs. /u/. This classification rate is insufficient 

for feasibility. 

With regard to detecting the imagined voice, some problems arose: the related brain 

geometries and suitable electrodes for classifications differed among subjects. For that 

reason, I used adaptive collection which divided signals after CSP filtering into small 

elements and evaluated them relative to the elements. It thereby selected the better 

elements for classification. 
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Figure 1.1. Assistive BCI for speech 
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The imagined vowels were classified using EEG, as measured using scalp electrodes, 

common spatial pattern (CSP) filtering, and nonlinear support vector machine (SVM) 

[8]. The CSP method is commonly used to find spatial filters for the classification of 

multichannel EEG signals. The spatial filters for multichannel EEG signals, which are 

derived using CSP, can extract discriminatory information from two classes of EEG 

signals and enables to be detected by single trial. The SVM separates two classes with 

maximized margin nonlinearly. Classification rates of 56–72% were obtained for 64 

electrodes for the pairwise classification /a/ vs. /u/. This classification rate is insufficient 

for feasibility. 

With regard to detecting the imagined voice, some problems arose: the related brain 

geometries and suitable electrodes for classifications differed among subjects. For that 

reason, I used adaptive collection which divided signals after CSP filtering into small 

elements and evaluated them relative to the elements. It thereby selected the better 

elements for classification. 

 

1.2. Purpose of thesis 

 

The overall aim of this thesis is to show the feasibility of speech assistive BCI using 

silent speech. 

Silent speech is that a subject imagines vocalization while he/she remains silent and 

immobilized. The benefit is that critically ill patients who can’t vocalize by themselves, 

can make silent speech and it doesn’t need special training and single trial detection is 

possible. 

My research started from vowels because Japanese syllables are based on five vowels, 

/a/, /i/, /u/, /e/, and /o/. Most Japanese syllables consist of one of five vowels and a 

consonant. Therefore, I studied vowels at first. 

Regarding feasibility, some problems arose: The classification accuracies were 

insufficient. The large number of electrodes is un-convenient. Multi-class classification 

and online processing are required.  

The SVMs are well known as a pairwise classifier. For online processing, 

classification speed is important and large calculation cost is problem, but SVM with 

Gaussian kernel (SVM-G) has hyperparameters that must be optimized by cross 

validations. 
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The relevance vector machine (RVM) was proposed as a method, which has small 

number of relevance vectors and optimize the hyperparameters automatically [22, 23]. 

In my first paper [9], I proposed adaptive collection to increase the classification 

accuracies and showed the feasibility of the assistive BCI for speech. 

In my second paper [10], as preparation for the feasibility study, I compared RVM 

and SVM to search better algorithm in terms of calculation cost. 

This thesis is a combination of the previous two papers above.  

 

1.3. Outline 

 

Fig. 1.2 outlines this thesis, which consists introduction (chapter 1), experiments 

(chapter 2), methods (chapter 3), results (chapter 4), discussion (chapter 5), and 

conclusion (chapter 6). The method includes adaptive collection, which I proposed. 
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Figure 1.2. Outline of this thesis 
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2. Experiments 

 

2.1. Subjects 

 

The experiments involved five 21–24-year-old male participants (S1–S5). All 

subjects were native speakers of Japanese who were right-handed, as assessed by the 

Edinburgh Inventory [11]. No participant had any neurological disorder or noteworthy 

health problem. Experiments were conducted in accordance with the Declaration of 

Helsinki. Informed consent was obtained from all subjects. 

 

2.2. Experiments 

 

Each subject was seated comfortably in an armchair with eyes closed to avoid the 

influence of visual activation. The subjects were coached beforehand and had rehearsed 

with actual movements a few times to ensure correct task execution. The subjects were 

then asked to imagine voice production for one second, while remaining silent and 

immobilized. The Japanese vowels, /a/, /i/, /u/, /e/, and /o/ were imagined. Two tasks 

were conducted: the fixed order task and the random order task. The tasks used sound 

commands generated by a personal stereo device (Walkman NW-E053; Sony Corp.). 

Subjects, while hearing them through earphones, were instructed to perform the 

following tasks. 

1) Fixed order task 

The timings of onset for imagined vocalization in order were organized in the 

following manner. 

Task: Subjects were instructed to imagine the voice production (imagined 

vocalization) of one of vowels /a/, /i/, /u/, /e/, and /o/ in fixed order for one 

second following one second for rest. The onset and ending of the imagined 

vocalization were signaled to the subjects using clicking sounds (Fig. 2.1(a)). 

One trial stream consisted of 5 vowels × 13 times for about 2.2 min. Subjects 1–4 

performed the experimental set four times. In all, 52 epochs were obtained for each 

vowel. Consequently, 260 trials were obtained for each subject. I designate this batch of 

data as 260 epochs. For subject 5, 65 epochs were obtained for each vowel from five 

experimental sets. 
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2) Random order task 

The timings of onset for imagined vocalization were organized in the following 

manner. 

Task: Subjects were instructed to imagine the voice production (imagined 

vocalization) of a vowel that was the same as the last spoken command for one 

second following one second for rest. The spoken command expressed one of 

the vowels, /a/, /i/, /u/, /e/, or /o/ in randomized order. The onset and ending of 

the imagined vocalization were signaled using clicking sounds (Fig. 2.1(b)). 

To avoid the influence of auditory evoked potentials, the interval between spoken 

commands and onset of the imagined speech was set to 200 ms or more. In all, 50, 45, 52, 

52, and 65 epochs were obtained, respectively, for each vowel for subjects 1, 2, 3, 4, and 

5. To clarify, in task /a/, for instance, subjects imagined speech production of /a/ for one 

second, while they remained silent and immobilized. The ways for other vowels are as 

the same as above. 
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(a) Fixed order task 
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(b) Random order task 

Figure 2.1. Experimental protocols 

 



- 9 - 

 

2.3. Recording 

 

EEG signals were recorded using an electroencephalograph (Neurofax EEG-1100; 

Nihon Kohden Corp.) and 128 channel Modular EEG-Recording Caps (Easy Cap) [12] 

with a sampling rate of 1000 Hz. The electrodes were set except for those from 109 to 

114 and from 117 to 128 in [12]. To calculate the feature for 63 electrodes, BioSemi 

B.V. [13] was used to select the 64 EEG positions from the 111 electrodes. To calculate 

the features for 19 electrodes, international 10–20 [14] was used to select the 19 channel 

electrodes from the 111 electrodes. One of the 20, 64, or 112 electrodes was used to 

reduce the humming noise; the remaining electrodes for calculation were therefore 19, 

63, and 111 electrodes, respectively. For reference, two electrodes were attached on the 

right and left ears. One electrode was set below an eye to detect unwanted eye 

movement and artifacts. However, no artifact rejection algorithm was used for this 

study. 

 

2.4. Data processing 

 

Data processing was performed using software (MATLAB; The MathWorks Inc., 

Natick, MA). Using a decimation filter with cutoff frequency of 125 Hz, the recorded 

EEG data were decimated from 1000 Hz sampling to 250 Hz sampling after filtering. 

125Hz was determined from 250Hz of sampling frequency by the Nyquist theorem. 

Epochs were extracted in reference to the stimulus onset. The duration was one second. 

52 epochs were extracted for each vowel, the fixed order task, and Subjects 1–4, for a 

total of 260 epochs per subject. 65 epochs were obtained for each vowel for Subjects 5. 

50, 45, 52, 52, and 65 epochs were respectively extracted for each vowel and random 

order tasks for Subject 1, 2, 3, 4, and 5. 
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3. Method 

 

As described in this paper, I compared three methods, support vector machine with 

Gaussian kernel (SVM-G), relevance vector machine with Gaussian kernel (RVM-G), 

and linear relevance vector machine (RVM-L). 

Signal processing consists of adaptive collection and common special pattern filters 

(Fig. 3.1). 

 

3.1. Adaptive Collection 

 

Adaptive collection (AC) enables the use of suitable time duration of signals after 

CSP filtering for classification.  

I proposed adaptive collection that adaptively uses better output signals of CSPs and 

its time durations for classification to improve classification accuracies (Figs. 3.1 and 

3.2). 

This method derives from frequency allocation techniques in the communication field 

as my experience. The mobile telephone system partitions wireless resources by time 

and frequency, and evaluates them by the signal to noise ratio for allocation of effective 

data transmission. Similarly, adaptive collection divides data into small elements. Each 

element consists of small time duration and an output signal of a CSP, and evaluates 

them and uses effective elements for classification by evaluation results. 

The AC consists of the t-element generation, the element generation, the evaluation, 

and the combination and decision (Fig. 3.1). 

Two epochs are used as test data and the remaining epochs are divided evenly into 

training data and validation data every an iteration. Then various combinations of test 

data, training data, and validation data are used iteratively. Eventually all epochs are 

used as test data. The validation data are used for evaluation whereas test data are used 

for classification. For example, when the number of epochs is 52 for each vowel, 

number of test data is two, number of training data and evaluation data is 51 for 

pairwise classification. 
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Figure 3.1  Flow diagram 
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1) t-Elements Generation 

First, a low-pass filter with cutoff frequency of 125 Hz is applied to change sampling 

speed to 250. Second, data is divided in the time domain into t-elements. Each t-element 

consists of all channel signals with time duration of Tt, which is set to 25 samples (100 

ms). The t-element label is t-e=( t), where t denotes time label ( t=1, 2, ⋯, 10 ) (Fig. 3.2). 

The t-elements are made for application of CSPs. 

2)  Element Generation 

After CSPs, each data is divided into elements. Each element consists of one output 

signal of a CSP with time duration of Tt. The element label is e=(s, t), where s denotes 

signal label (s=1, 2, ⋯, 63) (Fig. 3.2). 

3) Evaluation 

To ascertain the suitable elements for classification, I evaluate the performance 

related to the elements per subject and vowel combinations. The evaluation uses the 

validation data and the training data, and these are strictly isolated from the test data. 

The reliability coefficient    was set to one when its classification accuracy       

was included in the top M, and is otherwise zero. M is set to 20. 

4) Combination and Decision 

To use suitable elements from the evaluation results, the combination and detection 

part outputs the class using the following formula. 

       (
∑     
  
   

∑   
  
   

)                                  (3.1) 

Therein,    is the classification result related to element e, e.g., class 1 or 2, Ne is the 

total number of elements, and  ( ) is the decision function. The parenthesis above 

represents the average of classification results related to the top M elements. 

 

As a result, AC enables the use of suitable time duration of signals after CSP filtering 

for classification. In other words, AC selects suitable spatial feature of brainwaves for 

classification because the output signals of CSP are related to eigenvectors. 
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Figure 3.2  Element Generation 
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3.2. Common Spatial Patterns (CSP) 

 

Using CSP, I designed spatial filters that treat EEG data in a maximally 

discriminative manner. Using a spatial filter, which spatially gather signals, enables 

single trial detection without averaging of multiple trials [8]. Detailed descriptions of the 

CSP method with equivalent equations can be found in reports of studies by 

Müller-Gerking et al. [15] and Ramoser et al. [16]. To describe them briefly, given two 

groups of EEG time series data (e.g., tasks to classify /a/ and /u/), I designate each epoch 

as a matrix   
   

 in which the rows and columns of E respectively denote electrodes and 

samples, t is the time label, i is the epoch label, and g is the group label. I then compute 

normalized covariance matrices   
  for the epochs of each group and each element and 

average them such that 

𝑪𝒈
𝒕  

𝟏

𝒎
∑

𝑬𝒈
𝒕 𝒊(𝑬𝒈

𝒕 𝒊)
𝑻

𝒕𝒓𝒂𝒄𝒆(𝑬𝒈
𝒕 𝒊(𝑬𝒈

𝒕 𝒊)
𝑻
)

𝒎
𝒊=𝟏 ,              (3.2) 

where m is the number of trials in group g. The two resultant matrices are summed to 

produce a composite covariance matrix   
 , which is then factored into its eigenvectors 

such that the following apply. 

𝑪𝒄
𝒕  𝑪𝟏

𝒕 + 𝑪𝟐
𝒕           (3.3) 

𝑪𝒄
𝒕  𝑽𝒄

𝒕𝝀𝒄
𝒕𝑽𝒄
𝒕𝑻     (3.4) 

Therein,   
  is a matrix of eigenvectors.   

  is a diagonal matrix of eigenvalues. I then 

calculate a linear transformation called a “whitening transformation”. 

𝐖𝒕  √𝝀𝒄
𝒕−𝟏𝑽𝒄

𝒕𝑻      (3.5) 

It equalizes the variances in eigenspace. The whitening transformation is then applied to 

the original two covariance matrices. 

𝑺𝒈
𝒕  𝑾𝒕𝑪𝒈

𝒕𝑾𝒕𝑻            (3.6) 

𝑺𝟏
𝒕  𝑼𝒕𝝀𝟏

𝒕𝑼𝒕
𝑻
                 (3.7) 
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Thereby, the transformation renders their eigenvectors    equivalent and their 

eigenvalues   
  and   

  summing to 1, with the diagonal elements of 1 ordered in 

ascending order. Finally, I define a projection matrix    (  
 
  )

 

, where the 

columns of   
− 
 are the common spatial patterns. They can be regarded as 

time-invariant EEG source distribution vectors during an element; then I decompose 

each EEG epoch such that 

𝒁𝒈
𝒕 𝒑
 𝑷𝒕𝑬𝒈

𝒕 𝒑
    (𝒑 ⊄ 𝒊) .                (3.8) 

The resultant feature vectors of   
   

 are optimized for discrimination of the two 

groups, where p, the epoch label for the test data, is isolated from i of Eq. (3.1). As 

presented in Fig. 3.1, the exception is only itself for test data. The exception is test data 

and itself for validation data. In that way, I calculated CSPs for each subject, vowel 

combination, and time label and used them. 

In Fig. 3.1, the input of the spatial filter (CSP) is   
   

 in Eq. (3.8) and   
   

 in Eq. 

(3.1) and the output is   
   

 in Eq. (3.8). 

 

3.3. Support Vector Machine with Gaussian kernel (SVM-G) 

 

Rakotomamonjy [17]  described SVM well. The support vector machine classifier is a binary 

classifier algorithm that seeks an optimal hyperplane as a decision function in a high-dimensional 

space [18] . One has a training dataset {     }    
  {    } where    are training 

examples and    are the class labels. The method first maps x into a high-dimensional 

space via a function  . Then it computes a decision function of the following form. 

              𝒇(𝒙)  𝐰𝑻𝜱(𝒙) + 𝒃           (3.9) 

Then, the distance between the set of points  (xk) to the hyperplane parameterized by 

(w; b) is maximized, while being consistent on the training set. b is the bias. The class 

label of x is obtained by considering the sign of f(x). For the SVM classifier with 

misclassified examples being quadratically penalized, this optimization problem can be 

written as 
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                 𝐦𝐢𝐧𝒘 𝝃
𝟏

𝟐
‖𝒘‖𝟐 + 𝐂∑ 𝝃𝒌

𝟐𝑵
𝒏=𝟏              (3.10) 

under the constraint   ,    (  )      . Therein, w represents the weight vector, N 

stands for the vector length,    represents slack variables needed to allow 

misclassification, and C is a tuning hyperparameter, which controls the tradeoff between 

maximization of the margin width and minimization of the number of misclassified data 

in the training set. The solution of this problem is obtained using the Lagrangian theory. 

One can prove that vector w is of the following form. 

  ∑   
    (  )

 
 =                 (3.11) 

Therein,   
  is the solution of the following quadratic optimization problem. 

      ( )  ∑    
 

 
 
 = ∑   

 
         ( (     ) +

 

 
    )    (3.12) 

That equation is subject to ∑     
 
 =    and   ,     , where      is 

Kronecker’s delta and  (     )  〈 (     )〉 is the Gram matrix of the training 

examples. 

The SVM adopting a radial basis function (RBF) with Gauss kernel is used widely 

for brain signal classification, as described by Asano et al. [19]. The kernel function of 

support vectors    is 

 (    )   
−
‖    ‖

 

   ,     (3.13)       

where   is a parameter related to variation of the training data. Using “SVM and 

Kernel Methods Matlab Tool box” of an SVM software package, I applied SVMs with 

Gaussian kernels (SVM-G) for pairwise classification. Parameter   is determined 

through a grid search and cross-validation of the validation data. Hyperparameter C is 

determined as heuristic and set to fixed value to avoid increase of calculation cost 

because C was not so sensitive to the performance. Hsu et al. [20] , used rough tuning to 

avoid overlearning. The epochs are of three groups: test data, training data, and 

validation data. Two trial epochs are used as the test data. The remaining epochs are 
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divided evenly into training data and the validation data. Various combinations are used 

iteratively. All epochs are used as test data. 

    In Fig. 3.1, when classifier blocks act as SVM-G classifiers, the input is x and xj in 

Eq. (3.13) and the output is classification results that are derived from Eq. (3.9). 

 

3.4. Relevance Vector Machine with Gaussian kernel (RVM-G) and Linear 

Relevance Vector Machine    (RVM-L) 

 

The RVM introduces a priori over the model weights governed by a set of 

hyper-parameters, in a probabilistic framework. Each hyper-parameter is associated 

with each weight. The most probable values are iteratively estimated automatically. The 

most compelling feature of the RVM is that it typically uses considerably sparser 

weighting than SVM, while providing similar performance. 

For two-class classification, any target is classifiable into two classes such that 

   {   }. A probabilistic distribution can be adopted for p(t│x) in the probabilistic 

framework because only two classes (0 and 1) are possible. The logistic sigmoid link 

function  

 ( )    ( +    (  ))                          (3.14) 

is applied to  

  ( )  𝐰 𝜱(𝒙) + 𝑏                            (3.15) 

to link random and systematic components, and to generalize the linear model. The 

likelihood is written as 

        ( |𝒘)  ∏  { (𝒙  𝒘)}
   

 = (   { (𝒙  𝒘)})
 −    (3.16) 

for targets      {   }. 

  (      ⋯  )
  shows the hyperparameter introduced to control the strength of the 

prior over its associated weight. Therefore, the prior is Gaussian, but conditioned onα. 

For a certain value α, the posterior weight distribution conditioned on the data is 

obtainable using Bayes’ rule. 
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The weight cannot be analytically obtained. Therefore, an approximation procedure 

is used. 

1) Because  (𝒘|   ) is linearly proportional to  ( |𝒘)   (𝒘  ), it is possible to 

find the maximum of 

     { ( |𝒘) (𝒘| )}  ∑ [       + (    )    (    )]
 

 
𝒘  𝒘 

 =  ,  (3.17) 

where  ( |𝒘) is the likelihood of t, and  (𝒘| ) is the prior density of w. For the 

most probable weight 𝒘   with     { (   𝒘)}  and       (      ⋯    ) 

being composed of the current values of α. This penalized logistic log-likelihood 

function requires iterative maximization. 

The iteratively reweighed least-squares algorithm is useful to find 𝒘   [22, 23]. 

2) The logistic log-likelihood function can be differentiated twice to obtain the 

Hessian in the form of 

        (𝒘|   )|   
  (    +  ),       (3.18) 

where       (      ⋯    )  is a diagonal matrix with     { (𝒙  𝒘  )}[  

 { (𝒙  𝒘  )}]. Φ is the design matrix with     (𝒙  𝒙 − ) and      . This 

result is then negated and inverted to give covariance Σ, shown as follows, for a 

Gaussian approximation to the posterior over weights centered at 𝒘  . 

 −  (    +  )−       (3.19) 

Consequently, the classification problem is locally linearized around 𝒘   in an 

effective way with the following. 

𝒘     
   ̂                 (3.20) 

 ̂   𝒘  +  
− (   )                 (3.21) 
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These equations are fundamentally equivalent to the solution of a generalized 

least-squares problem. After obtaining 𝒘    the hyperparameters    are updated 

using   
         

 , where   
  is the ith posterior mean weight and    is defined as 

           where     is the ith diagonal element of the covariance and can be 

regarded as a measure of how well determined each parameter    is by the data. 

During the optimization process, many    will have large values. Therefore, the 

corresponding model weights are pruned out, producing sparsity. The optimization 

process typically continues until the maximum change in αi values is below a certain 

threshold or the maximum of iteration number of iterations is reached. 

Using the “Sparse Logistic Regression ToolBox” software [21], I applied liner RVMs 

and nonlinear RVMs for two-vowel classification. RVM-L and RVM-G respectively 

use  

 ( )  

{
 

                          –  

  −
‖    ‖

 

           – 

 .                        (3.22) 

as  ( ) in Eq. (3.15) 

In Fig. 3.1, when classifier blocks act as RVM-L and RVM-G classifiers, the input is 

x and xj in Eq. (3.22) and the output is classification results. 

 

  



- 20 - 

 

4. Results 

 

4.1. Pairwise classification results for /a/ vs. /u/ and /u/ vs. /o/ 

 

Figs. 4.1(a) and (b) show the classification accuracy (CA) of two-vowel 

classifications, /a/ vs. /u/ and /u/ vs. /o/, when the SVM hyperparameter C is set to 10 

and parameter σ is optimized. In Fig. 4.1, the horizontal axis is the number of electrodes. 

The legend symbols “fix” and “rand” respectively denote the fixed order task and the 

random order task. “CSP” and “wo CSP” respectively denote with CSP and without 

CSP. “S1”, “S2”, “S3”, and “S4” respectively denote subject 1, subject 2, subject 3, and 

subject 4. In these calculations, the number of collection elements M is set to 20. It 

shows the effect of CSP over the subjects, the tasks, and combinations of vowels. No 

significant difference was found between the fixed order task and the random order task.  

CAs with CSPs were better than those without CSP. The averaged improvement for 19 

electrodes, 63 electrodes, and 111 electrodes were respectively 17%, 22%, 24%. The 

CAs using CSP with 19 electrodes are worse than those with 63 electrodes, and that 

with 63 electrodes were slightly worse than those with 111 electrodes except for “rand, 

CSP, S2”. In comparison to 111 electrodes, the degradation of the CA of 19 electrodes 

averaged over subjects, vowel combinations, and the tasks was about 9%. 
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(a) /a/ vs. /u/ 

 

(b) /u/ vs. /o/ 

Figure 4.1 Figure Classification results 
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4.2. Pairwise classification results of all vowel combinations 

 

Figs. 4.2(a) and (b) show the CA of all two-vowel combinations for the five vowels. 

The other conditions and the meanings of the legend symbols were as shown in Fig. 4.1. 

In the 63 electrodes and 111 electrodes the CAs over the entire vowel combinations were 

better than 73%. Furthermore, the average CAs of 19 electrodes, 63 electrodes, and 111 

electrodes were 78%, 85%, and 87%, respectively. In Fig. 4.2(b), I found that the CA for 

111 electrodes was worse than that for 63 electrodes only in the case of /a/ vs. /i/ and /a/ 

vs. /o/ and S2. The cause was that one electrode's signal was too dominated using CSP in 

111 electrode and the adaptive collection collected many elements of the same signal. As 

a result, it became easy to be influenced by fluctuation. 
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(a) S1 (S1, CSP, fix)  

 

(b) S2 (S2, CSP, fix) 

Figure 4.2 Classification results for all two-vowel combinations. 
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Table 4.1  Classification accuracy                                                                    

Compared with the previous study 

(/a/ vs. /u/, 63(64) electrodes, random order) 

 My study  Previous 

Study [8]    S1 S2 S3 S4 

92% 73% 88% 87% 56–72% 

 

Table 4.2  Average classification accuracy  

comparison of tasks                                                                 

(63 electrodes, average of subjects) 

My study 

FIX RAND 

86% 85% 

 

4.3. Comparison with the previous study 

 

Table 4.1 shows a comparison with results obtained in a previous study [8] in the 

condition of /a/ vs. /u/, the random order, 63 electrodes while the previous study used 64 

electrodes. My method employing the adaptive collection achieved 73–92% of CA, 

whereas the previous study caused 56–72% of CA. That result demonstrates that my 

method was superior to that of the previous study. 

 

4.4. Comparison of the tasks 

 

Table 4.2 shows CAs averaged over vowel combinations and subjects in the condition 

of fixed order task and random order task with 63 electrodes. Those results show slightly 

different between the tasks. It means that there is no significant difference between fixed 

order task and random order task. 
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4.5. Classification results obtained using RVM-L and RVM-G 

 

Fig. 4.3 shows the averaged classification accuracies (CAs) over all pairwise 

classifications for each subject using RVM-L and RVM-G in the case of fixed order 

tasks and use of CSP and 19channel brainwaves. For the RVM-G, hyperparameter   is 

optimized. The legend symbols “S1”–“S5” respectively denote data for subjects 1–5. In 

these calculations, the number of collection elements M is set to 20. 

The CAs using RVM-L are worse than those using RVM-G. CAs using RVM-L are 

around the chance level of 50%. However, CAs using RVM-G are 75%–87%. Taken 

together, these results indicate that linear classification is ineffective for silent speech of 

which features are nonlinear. 

 

4.6. Classification results using SVM–G and RVM-G 

 

Figs 4.4(a) and (b) show the averaged classification accuracies (CAs) over all 

pairwise classifications for each subject using SVM-G and RVM-G. For SVM-G and 

RVM-G, hyperparameter   is optimized. For SVM-G the hyperparameter C is set to 10 

to reduce the calculation cost. The legend symbols “CSP” and “wo CSP” respectively 

denote results obtained with CSP and without CSP. Other conditions and legend symbols 

are as shown in Fig. 4.3. Fig. 4.4(a) is for fixed order tasks. Fig. 4.4(b) is for random 

order tasks.  

These results show the effect of CSP over all subjects, all tasks, and all combinations 

of vowels. No significant difference was found between the fixed order task and the 

random order task. For the fixed order task, the performance of RVM-G is slightly 

better than SVM-G for S1, S2, and S5, however for other two subjects the performance 

of RVM-G was poorer than SVM-G. In contrast, for random order tasks, the 

performance of RVM-G is slightly better than SVM-G for S1 and S4, however for other 

three subjects the performance of RVM-G was poorer than SVM-G. Considering the 

standard deviation in 4–9%, no significant difference was found between SVM-G and 

RVM-G. 

Results show that averaged CAs using SVM-G and RVM-G are, respectively, 77% 

and 79%. 
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Figure 4.3  Classification results (RVM-L and RVM-G). 
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 (a) Fixed order task 

 

 

 

 

 

 

 

 

 

 

 

 

(b) Random order task 

Figure 4.4  Classification results (SVM-G and RVM-G). 
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4.7. Features of effective vectors 

 

Table 4.3 presents percentages of efficient vectors normalized by the number of 

training data, in the case of using CSP, 19 channel brainwaves, fixed order tasks, and 

random order tasks. 

No significant difference was found between the fixed order task and the random 

order task. Based on these results, SVM-G used about 97% of the training data as 

vectors. RVM-G used about 55% of training data. RVM-L used less than 9%, which is 

too small because CAs using RVM-L were approximately chance level. The CAs of 

RVM-G were approximately equal to that of SVM-G, even though the vectors were 

fewer. 

 

Table 4.3  Percentages of effective vectors 

 SVM-G RVM-G RVM-L 

FIX 97% 56% 8.1% 

RANDOM 97% 53% 8.7% 
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5. Discussion 

 

For this study, I attempted to use classification algorithms for speech prostheses with 

an imagined voice vocalization, silent speech. Some major conclusions derived from the 

results are the following. 

First, in the 63 electrodes and 111 electrodes, the CAs over the entire vowel 

combinations were better than 73% (Fig. 4.2). Furthermore, the average CAs of 63 

electrodes in the condition of order task and random order task were respectively 86% 

and 85% (Table 4.2). Fagan et al. [6] achieved accuracy of 94% for phoneme detection 

using magnet implantation around a patient’s mouth. Results show that my method 

demonstrated near performance without the surgical operation. However, a feasibility 

problem exists in relation to 63 electrode application. In my method, the average CA 

with 19 electrode application was only 78%. The reduction of number of electrodes 

remains as a subject for future study. 

Second, in this study, 73%–92% of the CA was attained with the use of the adaptive 

collection for 63 electrode measurement and /a/ vs. /u/. It showed better performance 

than earlier research, in which the CAs were 56%–72% in nearly identical conditions 

[8]. That improvement results from the adaptive collection. The adaptive collection 

selects elements using the evaluation data for classification. The evaluation data and the 

test data are of different epochs measured during the same experiment. In other words, 

the adaptive collection depends on stability of the brain signals which obtained during 

an experiment. Because the adaptive collection uses trend of elements, the signal feature 

during the experiment must be stable. Oppositely, I confirmed that different elements 

were collected in the case of data measured in the other date. These results appear to be 

contradictory. One possibility is that the spatial feature of brain waves changes over a 

long duration, but it remains the same during the short duration because the change is 

slow or it does not occur in continuous trials. I shall examine this point further in future 

studies. 

Third, in comparison to 111 electrodes, the degradation of the CA of 19 electrodes 

averaged over subjects, vowel combinations, and the tasks was about 9%, although 

Yong et al. [24] showed that the CA reduction from 118 electrodes to 13 electrodes was 

only 3.8% in the case of classification between the right hand and right foot. The 

difference depends on the objects. This study reduced fixed electrodes for the feasibility 

study and Yong et al. used sparseness. The difference is also attributable to the 

difference of the classifying objects. Whereas Yong et al. classified data obtained with 
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the right hand and right foot in the imagined motor task, I classified the vowels in the 

silent speech task. According to the geometries of the motor cortex [25], significant 

distance exists between the motor areas of the hand and foot. However, the vowel 

classification must classify the actions of the tongue, lip, glottidis, and so on. It needs 

more resolution than the hand or foot detection. 7% out of the 9% was the effect of 

CSP. 

Fourth, results show that each subject had different suitable elements for the vowel 

classification as shown in the previous study [26]. I also confirmed that different 

suitable elements were related to the vowel combinations, and dates. 

Fifth, the relevance vector machine (RVM) was proposed as a method providing 

fewer relevance vectors than support vector machine (SVM) [27]. Results show that 

using RVM-G instead of SVM-G reduced the ratio of the number of efficient vectors to 

the number of training data from 97% to 55% (Table 4.3). At this time, the averaged 

classification accuracies (CAs) using SVM-G and RVM-G were, respectively, 77% and 

79% (Figs. 4.4(a) and (b)). That is, results show that RVM-G reduces the number of 

vectors without degradation of CAs. In this case, the condition was using 19 electrodes 

with CSP filter and AC, and the number of training data was 51. 

Sixth, results show that CAs using RVM-G were weaker than SVM-G when the 

training data were few. Fig. 6.1(a) shows the relation between CAs and the number of 

training data, and the relation between the number of vectors and the number of training 

data. The CAs of RVM-G are worse than those of SVM-G when the training data are 

few, even when the quantities of vectors are nearly equivalent. This point is important 

because reduction of training data is proposed as a method for online processing [28]. 

RVM might therefore be unsuitable for such method. 

Seventh, RVM entails huge calculation costs for optimization when the number of 

training data is large. When the number of training data is 51, the calculation costs of 

RVM-L and RVM-G normalized by that of SVM-G were about 1.5 and 4, respectively.  

It means that the effect of the calculation cost for optimization is larger than that for the 

number of vectors. Fig. 6.1(c) shows the relation between the normalized calculation 

cost and the number of training data. The normalized calculation cost is operating time 

for RVM-G dived by that for SVM-G. When the number of training data increases, the 

calculation cost increases in proportion to triplicate ratio [27]. However, when the 

number of training data is few, CAs using RVM-G is weak (Fig. 6.1(a)). The trade-off 

is difficult problem. For implementation for online processing, one must choose 

carefully which part functions as serial processing. 
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Eighth, results show that a linear classifier does not work for classification of silent 

speech, i.e., RVM-L was ineffective (Fig. 4.3). Some linear classifiers, sparese logistic 

regression (SLR) and regularized logistic regression (RLR), which I tried to use were 

also ineffective for the classification of silent speech. However, Gaussian kernel entails 

the problem that hyperparameter σ must be optimized by cross validation, of which the 

calculation cost is high. Finding some method for automatic optimization or another 

appropriate kernel, which needs no cross validation, remain as issues for future study. 

Ninth, the greater the number of collected elements M of AC, the higher the 

calculation cost. Through this study, M was set to 20 using a heuristic approach. It is 

needs to study the reduction method without degradation of performance. 

In this study, I evaluated pairwise classifications and did batch processing. Multiple 

classifications and online processing remain as subjects for future study. 
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6. Conclusion 

 

The overall aim of this study was to show the feasibility of speech assistive BCI using 

silent speech. 

I published two papers [9, 10]. The first paper showed results as below:  

Previous study found a 56–72% of CA for /a/ vs. /u/ using 64 electrodes, however, 

using adaptive collection, it were improved to 73–92%. The degradation of CA using 19 

electrodes from 111 electrodes was about 9%. Using 63 electrodes, more than 73% of 

CA was achieved for all combinations of the five vowels and the average was 85%. 

The next paper showed results as below: 

No significant difference was found between RVM-G and SVM-G of CAs. Using 

RVM-G instead of SVM-G reduced the ratio of efficient vectors to training data from 

97% to 55%. When the number of training data was 51, the calculation costs of RVM-G 

was 4 times of SVM-G because of optimization. CAs using RVM-G were weaker than 

SVM-G when the number of training data were few. Linear classifier did not work for 

classification of silent speech. As a result, RVM is unsuitable for silent speech 

classification. 

From these results, conclusions are: 

The adaptive collection, which I proposed exhibited great potential for use in 

classification of imagined voice for a speech prosthesis controller. The best 

classification method for silent speech is nonlinear SVM so far. The feasibility of 

speech assistive BCI using silent speech needs more study in the future. 
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Figure 6.1  Effect of training data quantity (SVM-G and RVM-G). 
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