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Abstract
The purpose of the present study is to develop a direct and 
accurate method for measuring knee kinematics by using 
single-plane fluoroscopy. The 3-dimensional (3D) position 
of the bone (in other words, the 6 degree-of-freedom 
(DOF) parameters) was recovered by matching the 
digitally reconstructed radiographs (DRRs) generated from 
the 3D volume model of the bone on the basis of the 
fluoroscopic image. The root-mean-square error (RMSE) of 
the overall rotation parameters was within 2.1 degrees. For 
the translation parameters RMSE took its maximal value of 
3.6 mm in the out-of-plane direction. This indicates that the 
present method has potential for clinical application.  
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1. Introduction 
Total knee arthroplasty is used for replacing deformed 
joints with implants in order to restore joint alignment and 
facilitate joint motion. Currently, the position in which the 
implant must be placed is determined by X-ray and/or 
computed tomography (CT) in a standing or supine 
position, which does not account for knee kinematics under 
dynamic weight-bearing conditions. This is due to the lack 
of knowledge regarding the kinematics of physiological 
and pathological knees.  

Motion analysis systems using video cameras and skin-
mounted markers have been widely used in the study of 
gross body motion. However, these systems capture large 
soft-tissue artefacts across the knee flexion angle when 
measuring the motion of the underlying bone [1]. Single-
plane fluoroscopy has been used as a more direct method 
for measuring the kinematics of artificial knees [2-5]. 
Since the silhouette of a metallic implant is clearly 
observable in 2D fluoroscopic images, the 3D posture (full 
6 degree-of-freedom (DOF) parameters) can be estimated 
by matching the calculated projection of the implant’s 3D 
model with the silhouette. Several researchers have applied 
this technique to the measurement of natural knee motion 
[15-17]. However, the accuracy of their results was lower 
than that of studies applied to implanted knee joints due to 
less clear bone edges and imperfect 3D bone models. 

The present study aims at developing a direct and 
accurate method for measuring knee kinematics by using 
single-plane fluoroscopy. Real-time visualization of 
digitally reconstructed radiographs (DRRs) was achieved 
by projecting a 3D bone volume model derived from CT 
data. Automated image-based matching was developed in 
order to estimate the full 6 DOF parameters representing 

the 3D relative position of the femur with respect to the 
tibia. The estimated position parameters were compared 
with the true values measured by using a 3D coordinated 
measuring machine. 

2. Materials and Methods
2.1 True value of the relative position

The study was carried out on a human cadaver knee. Three 
spherical markers were bonded to the femur and the tibia. 
The femur and the tibia were fixed by using an external 
fixation device (Fig. 1). The central coordinates of the 
sphere markers were measured by using a 3D coordinate 
measuring machine (BH504, Mitutoyo, Japan) in order to 
define the absolute position of each bone. The relative 
position of the femur with respect to the tibia was derived 
from their absolute positions, and was used as the true value.   

Fig. 1 Cadaver knee setup for measuring the true value of 
the relative position 

2.2 DRR creation using bone volume models 
Three-dimensional bone volume models were generated by 
bone segmentation of CT scan data of the femur and the 
tibia (field of view: 640 x 512 pixel, pixel size: 0.35 x 0.35 
mm2, slice thickness: 1 mm). The original anisotropic voxel, 
0.35 x 0.35 x 1.0 mm3, was transformed into an isotropic 
voxel with a volume of 1.0 x 1.0 x 1.0 mm3 by using a 3D 
spline interpolation method in order to speed up the 
computation time and improve the quality of the DRR. The 
local coordinate system of the bone model was determined 
on the basis of the center coordinates of the markers as 
shown in Fig. 2. The DRR was created by projecting the all 
voxels onto the image plane. The pixel intensity is the 
cumulative attenuation of the projected voxel. The 
individual pixel intensity at a point (u,v) was calculated from 
the following equation 
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where I0 indicates the dynamic range, n is the number of 
voxels projected to the point (u,v),  is the attenuation factor, 
and i is the voxel value. The values of I0 and  were 
selected in such a way that the value of I matched that of the 
actual fluoroscopic image. 

Fig. 2 Femoral and tibial volume models with their 
coordinate systems 

2.3 Single-plane fluoroscopy 
A single-plane fluoroscopic system (ADVANTEX E, GE 
Yokogawa Medical System, Japan) was used at a resolution 
of 1024 x 1024 pixels (covering an area of 320 mm x 320 
mm) and an 8-bit gray scale depth. Using the grid pattern, 
the distortion of the fluoroscopic image was corrected by 
using a cubic polynomial equation [6] as shown in Fig. 3.  

Camera calibration was performed on the corrected 
image by using a set of 40 spherical stainless markers 
embedded in an acrylic frame in order to determine the 
projection matrix. The projection matrix provides the 3D 
positions of the focal spot of the X-ray tube and the image 
plane with respect to the calibration frame in such a way that 
the projections of the bone volume model can be replicated 
in the image plane by the X-ray exposure. Fluoroscopic 
images of the cadaver knee were taken from 6 different 
directions (Fig. 4). 

Original Corrected

Fig. 3 Distortion correction of the fluoroscopic image 

2.4 Image-based matching procedure 
In order to estimate the 6 DOF parameters of the bone, two 
measures which match in the fluoroscopic image and the 
DRR were assessed: one is the gradient difference in the 
pixel intensities defined as follows [7] 
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where Ifl and IDRR are the intensities of the fluoroscopic 
image and the DRR, respectively. Av and Ah denote the 
vertical and horizontal variances of the gradient in 
fluoroscopic image. The value of the scaling factor s is 
chosen to be between zero and unity in such a way that G
takes its maximum value.  

The other measure is the difference in contours of the 
bone image and the DRR. For the i-th point of the bone 
contour, pi, which is the closest point of the projected 
outline of the corresponding DRR, qi, was examined. The 
distance between the two points was summed over all bone 
contour points and was subsequently normalized by the 
total number of points, N.
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The overall matching measure is a simple summation of 
the two 
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The 6 DOF parameters of the bone were determined by 
translation and rotation of the bone model until a minimum 
value of F was found by using a downhill simplex 
algorithm [8]. Note that since G is always positive, and the 
greater it becomes, the closer DRR becomes to the 
fluoroscopic image. Thus, the value of G was  taken as 
negative for the purpose of minimization.  

In this study, the contours of the femur and the tibia in 
the fluoroscopic images were detected by means of the 
Canny operator [9]. In order to compare the relative 
position of the femur with respect to the tibia by using the 
true value, the 6 DOF parameters of the tibia were first 
determined by performing manual image matching. Then, 
the femur was placed according to the true value of the 
relative position. Finally, an automated image matching 
algorithm was executed with respect to the femur. Figure 5 
depicts the outline of the iterative process of the automated 
image matching process. 
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Fig. 4 Cadaver knee set up for the acquisition of a 
single-plane fluoroscopic image 
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Fig. 5 Outline of the image matching procedure 

3. Results 
Figure 6 shows the DRRs of the femur and tibia matched 
to the fluoroscopic image. Note that the fibula and the 
patella were excluded from the image matching. The 
running time for minimization on a Windows  XP PC 
(XEON  processor, 3 GHz, 3 GB RAM) was about 8 min 
for each bone. 

The average error values, the standard deviations, and 
the root-mean-square errors [RMSEs] of the relative 
position parameters are listed in Table 1. The coordinate 
system is the same as the one set for the X-ray source, as 
shown in Fig. 5. The translation parameters were estimated 
within -0.3 mm ±1.0 mm for the x-axis, 0.8 mm ± 0.7 mm 
for the y-axis, and 2.2 mm ± 3.2 mm for the z-axis. The 
rotation parameters were estimated within 0.2 deg ± 2.3 
deg for the x-axis, -0.5 deg ± 0.1 deg for the y-axis, and 0.6 
deg ± 0.2 deg for the z-axis. The largest RMSEs were 3.6 
mm at the translation along the z-axis and 2.1 deg at the 
rotation about the x-axis. 

Figures 7 and 8 show an example of the changes in the 
matching measure F with the deviation of the translation and 
rotation parameters from their true values. For the in-plane 
(x and y) translations, the value of F decreased sharply as 
the deviation from the true value approached zero. However, 
for the out-of-plane (z) translation, it was almost constant 
around the true value. For all of the 3 rotation parameters, 
the shapes of the changes in F were very similar, regardless 
of the directions of their axes relative to the image plane. 
The bias was large in the rotation about the x-axis, resulting 
in the large RMSE listed in Table 1. 

Femur

Tibia

Fig. 6 Fluoroscopic image of a cadaver knee with its DRR 
overlaid 

Table 1 Average error, standard deviation, and [RMSE] of 
estimating the rotation and translation parameters (n=6) 

Translation (mm) 
x y z 

-0.3±1.0 [1.0] 0.8±0.7 [1.0] 2.2±3.2 [3.6] 

Rotation (deg) 
x y z 

0.2±2.3 [2.1] -0.5±0.1 [0.5] 0.6±0.2 [0.6] 

Deviation from the true value (mm)
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Fig. 7 Changes in F with the translation parameters 
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Fig. 8 Changes in F with the rotation parameters 

4. Discussion 
Direct 3D measurements of bone position have been 
investigated by using marker-based techniques [10,11] and 
image-based techniques [12-16]. Each of these techniques is 
based on bi-plane [10-14] or single-plane X-ray exposure 
[15-17]. The marker-based technique requires implanting 
radiopaque markers inside the bone. Although this 
procedure can be performed during surgery, such as total 
knee arthroplasty (TKA) or anterior cruciate ligament 
(ACL) reconstruction, the application of this technique to 
healthy subjects is severely restricted due to ethical reasons. 

 The image-based techniques represent a more practical 
approach since they do not require the insertion of any 
markers into bone. The precision of this technique using 
Roentgen stereophotogrammetric analysis (RSA) was 
reported to be 0.09 mm for the in-plane translation and 0.22 
mm for the out-of-plane translation, and 0.24 deg for 
rotation about the out-of-plane axis and 0.07 deg about the 
in-plane axis when a sawbone scapula was used as a subject 
[12]. By using dual orthogonal fluoroscopic images, Li et al. 
[14] showed that the average error in measuring the distance 
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between the center of a ball and the surface of a cylinder was 
within 0.1 mm. The orientation of the cylinder was 
measured with an average accuracy of 0.1 deg. 

Regarding single-plane radiography, Fregly et al. [15] 
investigated the theoretical accuracy of estimating the 
position under ideal conditions, where synthetic images 
were used to eliminate error sources such as blurred bone 
edges and image distortion. The precision was 0.20 mm for 
the in-plane translation and 3.1 mm for the out-of-plane 
translation, and 0.45 deg for the overall rotations. Other 
researchers used actual internal bone contours as well as 
bone edges. Their precision results were 0.45 mm [16] and 
1.2 mm [17] for the in-plane translation, 4.0 mm [17] for the 
out-of-plane translation, and 0.66 deg [16] and 0.8 deg [17] 
for the overall rotations. These results were comparable to 
those of our study.  

Ideally, the errors of our study can be regarded as 
negligible since the automated image matching started from 
the true value. However, several factors, such as the lowered 
clarity of the bone edge due to the surrounding soft tissue 
and the imperfect bone volume models, are contributing to 
the decrease of accuracy. In addition, similarly to previous 
studies, the inaccuracy of estimating the out-of-plane 
translation is still inevitable. As shown in Figs. 4 and 5, the 
reason for this inaccuracy is that the sensitivity of the 
matching measure to the changes in the out-of-plane 
translation is rather low. This can be explained in part by the 
magnifying ratio, which is determined on the basis of 
geometrical factors such as the pixel size, the focal distance, 
and the position of the subject. In our study, since the pixel 
size was 0.31 mm and the focal distance was 1100 mm, 
when a sphere with a diameter of 100 mm moves along the 
z-axis from a position at 600 mm to 602 mm, its projected 
edge shifts only 0.31 mm (equivalent to one pixel) on the 
image plane. Certainly, the closer the sphere to the X-ray 
tube, the larger the magnifying ratio. However, this also 
makes the penumbra larger. As shown in Fig. 9, the 
penumbra is introduced by the finite size of the focal spot of 
the X-ray tube and causes blurring of the edges and 
distortion in X-ray images [18]. Thus, sub-pixel image 
processing of bone edges might be effective for improving 
the sensitivity to changes in the out-of-plane translation. 

Although single-plane fluoroscopy is less accurate than 
bi-plane fluoroscopy for the purpose of estimating the 
position of bones, it is more clinically feasible since it is 
available in many hospitals and has a larger viewing volume 
which allows subjects to perform a variety of motions. The 
application of this technique to measuring kneel, squat, and 
stair climb motions of normal knees has recently been 
reported [19]. Therefore, our method has a potential for the 
measurement of in vivo knee kinematics. Further research 
should be conducted to identify the sources of the errors in 
order to improve the reliability of the method and to 
examine the sensitivity to a given amount of change in each 
of the 6 DOF parameters. 
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Fig. 9 Geometric factors producing the penumbra 

5. Conclusions 
A method for analyzing knee kinematics in vivo by using 
single-plane fluoroscopy and 3D bone models was 
developed. Digitally reconstructed radiographs (DRRs) were 
generated from 3D bone volume models with a voxel 
projection technique.  

The relative 3D position (full 6 DOF parameters) of the 
femur and the tibia of a human cadaveric knee were 
determined by matching the DRR of each bone model with 
the fluoroscopic image by using an automated image-based 
matching technique with a downhill simplex algorithm. 

The true value of the relative position was measured 
with a 3D coordinate measuring machine. The RMSE of the 
overall rotation parameters was within 2.1 degrees. 
Regarding the translation parameters, RMSE took its 
maximal value of 3.6 mm in the out-of-plane direction. 

Nomenclature 
a          distance from X-ray tube to subject
Ah, Av horizontal and vertical variances of the gradient in 

  fluoroscopic image 
b          distance from subject to detector 
D         normalized difference between bone contour and 

projected outline of DRR 
F          matching measure 
f            focal size of X-ray tube 
G          gradient difference
g           penumbra 
I            pixel intensity 
Idiffh       horizontal gradient difference 
Idiffv       vertical gradient difference 
IDRR       pixel intensity of DRR 
Ifl           pixel intensity of fluoroscopy 
I0           dynamic range of pixel intensity 
N           the total number of bone contour 
n            the number of voxels projected 
pi           the i-th point of bone contour 
qi          a point belongs to projected outline of the DRR and 

is closest to pi
s             scale factor 
u,v          horizontal and vertical coordinates of the image 

plane
            attenuation factor 

µ            voxel value 
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