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Abstract. A memory matrix provides output vectors that are specified
by the corresponding input vectors. If the input vectors represent input
characters, the memory matrix performs character recognition. When the
input characters contain noise, it is difficult to recognize the characters.
To overcome this difficulty, we generate a new memory matrix by using
singular value decomposition and manipulating the singular values. The
effectiveness of the memory matrix is made clear by recognizing 26
alphabets characters containing noise with an optical recognition sys-
tem. © 1998 Society of Photo-Optical Instrumentation Engineers.
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1 Introduction

A number of methods based on associative memory models
have been studied for pattern recognition.'™ It is effective
in classifying similar looking patterns to project input pat-
terns to orthogonal vectors using the pseudoinverse
algorithm' or the least-squares linear mapping technique.’
In addition, in the case where the input patterns are dis-
torted by random noise, some recursive operations are per-
formed to acquire the correct output vector.

In this paper, a pseudoinverse is calculated with singular
value decomposition (SVD) and a memory matrix is gen-
erated. The effects of the noise contained in the input
pattern on the output vector are clearly understood with
singular values in the pseudoinverse.s‘6 Since small singular
values amplify the noise, we modify the small singular val-
ues by replacing them with a specified value. We recognize
alphabet characters with a better memory matrix, which is
generated by manipulating the singular values. In the ex-
periment, we construct an optical system for character rec-
ognition in which two liquid crystal displays are employed.
Through the recognition of 26 alphabets characters contain-
ing noise, the usefulness of this system is made clear.

2 Memory Matrix Generated from SVD
A memory matrix M provides output vectors y; that are
specified by the corresponding input vector x; as

yi=Mx; i=1..K, (n

where K is the number of character patterns to be stored in
the memory matrix. We define an input matrix X and an
output matrix Y whose i'th columns are the input vectors X,
and the output vectors y;, respectively as

X=[x;xg]  Y=[y ¥l (2)

Then Eq. (1) becomes
Y=MX. (3)

If we have a pseudoinverse matrix X* of X, we obtain a
memory matrix

M=YX". (4)

The pseudoinverse X* is calculated with SVD as
X = sTuv!, (5)

where u; and v; are column vectors and orthogonal each
other. and T denotes the transpose of the vector. Singular
value s; has the property

S|Z$AZ= =5y (6)

In our study. the input vector x; is formed from an al-
phabet character whose pixel size is 7X 7 and whose pixels
are black or white. The number of the elements of the input
vector is 49, their values are 0 or 1 according to the black
or white pixels, and K=26. The i’th element of the output
vector y, is 1. and the others are 0, which means the corre-
sponding input is the i’th one of 26 alphabet characters.
Thus the output matrix Y becomes a 26X 26 unit matrix.
and M=X". By defining a coefficient and a matrix as

C,’ZS‘] U,-=u,-VT. (7)

from Eq. (5) we rewrite the memory matrix M as
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M= cU,. (8)

Figure 1 shows the distribution of the coefficient values
using Roman numeral notation. When input characters con-
tain noise, this noise component is amplified by the coeffi-
cients whose values are large. To eliminate the effect of
noise, we do not use J coefficients whose values are larger
than the others, and we denote a memory matrix My, as

K-J

M= Z c;U;. 9)

i=

The memory matrix My, provides the result that an average
recognition rate over all characters increases. but the rec-
ognition rate for some characters decreases. To avoid this
low recognition rate, the J coefficients are replaced with a
nonzero value of « to obtain memory matrix My as

K-J K

M”|= 2 C,‘U,'+ 2 CYU,'. (10)

i=1 i=K=J+1

Memory matrix M,y provides the result that the low recog-
nition rate for some characters is improved. and the average
recognition rate for all characters increases. Figure | shows
examples of distributions of ¢; and « for My, and My, by the
notation of II and IlI, respectively.

We performed computer simulations to determine the
values of J and a. The elements of alphabet characters are
0 or 1. We added Gaussian noise with zero mean and vari-
ance ¢ to the alphabet characters. Then we assigned 0 and
I to the elements of the alphabet characters if the value of
the element was less than or more than 0.5. respectively.
The signal-to-noise ratio (SNR) is defined to be /0. We
tried to recognize 50 characters containing noise for one
alphabet character. We assumed that recognition could be
accomplished if the output y; corresponding to the input
character had a maximum value and the other outputs were
less than 90% of the valuc of the output y;. A ratio of the
number of correctly recognized characters to the total num-
ber of characters was defined as the recognition rate. An
average recognition rate over 26 alphabet characters was
obtained to estimate the ability of the memory matrix with
different values of a and J. Figure 2 shows the average
recognition rate versus the value of « for different values of

(%)

I=12
=10
J=
J=0
=4

1=2

Recognition rate

Fig. 2 Average recognition rate versus the value of « for different
values of J at SNR=1.5.

Jat SNR=1.5. When a=0. values of /=6 or 4 gave us the
best average recognition rate at different values of SNR.
The value of a=0.3 gave us the best average recognition
rate at different values of SNR for /=8 to 12. These results
indicates that an appropriate value of « is 0.3. Figure 3
shows the average recognition rate versus the value of J for
different values of SNR at a=0.3. These results indicates
that an appropriate value of J is 11, since the average rec-
ognition rate becomes almost constant from J= 11. Consid-
cring these results, we constructed the memory matrix My
with @a=0 and J=6 and the memory matrix M;; with
a=0.3 and J=11. as shown in Fig. I.

3 Optical Pattern Recognition System

Figure 4 shows an optical character recognition system in
which the computation of Eq. (1) is executed. An input
character x; is displayed on liquid crystal display 1 (LCD1)
with binary levels in the region denoted by x, to x, (n
=49) in the vertical direction, and the same input character
X, is repeated m times (m = K =26) in the horizontal direc-
tion, as shown in Fig. 4. The elements of matrix M are
divided into nonnegative and negative elements. The matrix
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Fig. 3 Average recognition rate versus the value of J for different
values of SNR at «=0.3.
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Fig. 4 Optical character recognition system.

video signal
generator |_J

is decomposed as M=M._,—M _,. In M, negative ele-
ments of M are replaced by zero values and nonnegative
elements of M remain. In M,_, nonncgative elements of M
are replaced by zero values and negative elements of M
remain. changing the minus signs to plus signs. The
memory matrices M., and M _, of mXn matrix size are
displayed on LCD2 with 256 gray levels. An element of the
memory matrix at the i’th row and the j'th column is on the
position denoted by (i,/). as shown in Fig. 4. Light from
the laser diode (LD) are collimated with lens 1 (L1). The
collimated light passes through the two LCDs and the
transmitted light is collected with a cylindrical lens onto the
image sensor. Outputs of the image sensor are represented
by yi+) and y; -y (i=1,...,m) when M, and M, _, are
displayed on LCD2, respectively. The i’th element of the
outputs is obtained from the light intensity on the region of
the image sensor denoted by a number i. The outputs of the
image sensor are fed to a personal computer through an
8-bit analog-to-digital (A/D) converter. After the optical
matrix-vector multiplication is performed twice, a final out-
put ¥;=¥;-,— V-, is obtained in the personal computer.
If the i'th element_v,- of the final output is the largest among
the other elements, the input character is recognized as x;.

The input character and the memory matrix are dis-
played on the LCDs with the personal computer, a video
signal generator, and an LCD controller.

4 Experimental Results

The optical recognition system shown in Fig. 4 was con-
structed to perform recognition of 26 alphabets characters.
First we used My, given by Eq. (8), as the memory matrix
M. When the input character did not contain any noise, we
obtained the results for four input characters of A, M, N,
and Z, as shown in Fig. 5. The input characters arec shown
on the left side. Next to the input character, the correspond-
ing output is shown. The vertical axis is the value of the
final output y;(i=1,...,26), and the horizontal axis is the
number of i. Along the horizontal axis, instead of the num-
ber of i. the characters A to Z are indicated. For the input of
the character A, the value of y; is the largest at A. For the
other input characters. the situations are the same. When
the input characters contained noise whose SNR was [.5
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Fig. 5 Output vectors obtained with memory matrix M, for input
characters containing no noise.

we obtained the results shown in Fig. 6. Input characters
corrupted with noise are shown on the left side. Because of
the noise we cannot recognize the characters with the
memory matrix M;. We made 50 different patterns cor-
rupted with noise for one alphabet character by changing
the noise, and tried to recognize these patterns. The recog-
nition rate was calculated using the definition described in
Sec. 2. The recognition rates of each of 26 alphabet char-
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Fig. 6 Output vectors obtained with memory matrix M; for input
characters corrupted with noise.
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Fig. 7 Recognition rate of 26 alphabet characters obtained with M, ,
M;, and M;;.

acters obtained with the memory matrix M, are shown in
Fig. 7. The horizontal axis is the input character. The rec-
ognition rate is very low when we use the memory matrix
M;. In the following experiments we used input characters
corrupted with noise at SNR=1.5.

Next we used M;;, given by Eq. (9), as the memory
matrix M and obtained the results shown in Fig. 8. The
input characters A, M, and Z are recognized. The recogni-
tion rate obtained with the memory matrix My; is shown in
Fig. 7. The recognition rate is improved for most of the
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Fig. 8 Output vectors obtained with memory matrix M, for input
characters corrupted with noise.
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Fig. 9 Output vectors obtained with memory matrix M, for input
characters corrupted with noise.

characters, but the recognition rate of a few characters is
still around 50% or less.

Finally we used My, given by Eq. (10), as the memory
matrix M and obtained the results shown in Fig. 9. The
input characters A. M, N, and Z are recognized. The rec-
ognition rate obtained with memory matrix My is shown in
Fig. 7. The recognition rate is greatly improved for all of
the 26 characters.

5 Conclusions

We calculated a pseudoinverse with SVD to obtain the
memory matrix that performed character recognition
against the noise contained in the input characters. A
memory matrix insensitive to noise was generated by ma-
nipulating the small singular values. We constructed an op-
tical system to perform character recognition with the
memory matrix by using two LCDs. Experimental results
of the recognition of 26 alphabets characters containing the
noise showed clearly that this optical system eliminates the
effects of the noise. However, the optical system is sensi-
tive to shift, rotation, and deformation of the characters.
Some preprocessing operations such as Fourier transforma-
tion are required in the case where the optical system is
applied to recognition of handwritten characters.
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