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1 Introduction however, that this work does not offer a complete substitu-
tion of high-end monochrome CRT monitors. Fine gray-
scale data is just imitated on 8-bit SRGB CRT monitors.
Our problem is finding a new approximate representa-
tion of fine gray in 9 bits or more in the 8-bit SRGB color
system. The resulting pseudogray representation can be ap-
plied to the visualization on 8-bit SRGB CRT monitors. The
less significant bits of a given grayscale data are mapped

10-bit and 12-bit grayscale images are used for some so-
phisticated applications® such as chest radiography, mam-
mography, and computed radiography because of their rich
ability in brightness discrimination. At present, a high-end
monochrome CRT monitor for displaying those digital im-
ages typically costs ten thousand dollars. In contrast, a

p_opular 24'b't_ <_:o|or CRT monitor is quite _cheap, V.Vh'le S onto a particular point in the SRGB color space, so that the
display capability for grayscale data is limited to eight bits ,int may be located around the achromatic axis as close as
per pixel. possible.

We describe a simple method to display the fine gray- = The produced pseudogray in the SRGB color system is
scale data into the SRGB colqr_sysf’e?mt the expense of  gifferent from the true gray. It can be acceptable for some
small color difference. In addition, the characteristic data |imited applications, unless the introduced chroma reaches
are presented for use by the public. Besides public use, fora perceivable level, and if the pseudogray offers sufficient
example, since teleradiology in real services is usually accuracy and linearity along the achromatic axis. To ex-
implemented in a personal computer-assisted environment,plore the possibility of its actual applications, several char-
the authors believe that this study is one way to explore the acteristics with respect to accuracy, linearity, and mono-
possibility of general-purpose CRT monitors. Remember, tonic increase property are at first investigated. To give
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R Vorav/e 2l Vo am (Vo+AR,Vo+AG,Vo+AB), 4)

whereAR, AG, andAB are unknown integers.
The vector AR,AG,AB) is a tuning vector to be added
to the basement vectoV(,V,,V), so that the distance
B Vo+ AV/2n B| Vo+AB between the source and destination vectors are minimized
in terms of a proper distance measure. Since the basement
= : vector is common to the source and destination vectors, a
fixed-point fraction 8 bits possible approach to finding a solution is to minimize the
Fig. 1 Mapping between two 3-D vectors, A given grayscale value distance between the tuning vector and the local source
divided bypzrz1 (?eft) and its pseudogray (right) g\ the ?orrﬁ of an RGB vector, (1’1’”&\/./2“’ Wh.er.e the f"?‘Ctor ISa pOSItIVQ fr_actl_on
tristimulus vector encoded in 8 bits. smaller than unity. This is a kind of local optimization
problem.
On the other hand, the tuning vector is an integer-
weighted linear combination of three independent unit vec-
objective data for discussions and practical applications, wetors. In addition, our problem is not simply to find separate
are going to compute the color difference between refer- tuning vectors, but to find a coordinated set of those vec-
ence gray and the pseudogray and discuss them in theors. For example, even if two tuning vectots,andt,,
a*b* coordinates in CIELAB have been found in such a way that they approximate two
~ Three options will be available to specify the fine frac- |ocal source vectors; ands,, respectively, it can be use-
tional accuracy in the 8-bit SRGB color system. They are |ess, |t is the case if the lightnesstgfis larger than that of
designed for 10- to 12-bit grayscale images. More impor- . and ifs, is smaller thars, with respect to lightness. As
tantly are two modes to match the pseudogray generation|ong a5 the distance is defined in an encoding-discrete RGB
with the gamma correction performed in the imaging de- ¢q|6r space, there is no hope in finding reasonable and ac-
vices prior to encoding into digital data. The first is the ceptable solutions. We have to move on to another color

legacy mode that works with traditional gamma corrected gpace such as CIELAB where desirable conditions can be
images. The other is the linear mode, and this is designed,yq| gefined.

for gamma correction-free images such as x-ray pictures.

G Vo+ AV/2n G| Vo+AG

™ ] H :
»: —————pi

As for global optimizations, any solution has to consider
the mapping between the source vector of B).and its

2 Pseudogray Mapping destination vector of Eq4) rather than that betweehV
and AR,AG,AB), since any color space available at
2.1 Mapping of Grayscale Data into sSRGB present is nonuniform. Although a solution to this problem

could be solved by an exhaustive search in the form of a
one-to-one mapping table, such a solution would not be

particular RGB color system. The 8-bit accuracy is com- attractive for practical use because of its extensive storage
i space. Furthermore, a truly optimal solution has to match

mon to popular 24-bit color CRT monitors, and grayscale ; o ) i - e
images in nine or more bpp cannot be displayed as they are,comprehenswe conditions, including viewing conditions

unless a simple truncation takes place as a preprocess. Thi€nd vi?]qal apt;))leara_nce e\r/]altaatedbby trl'e guman visual sys-
is @ mismatch between the grayscale information and a dis-tem'hT ISh pﬁo emis rt](.)o abr to be so \r/]e at Ec)_redsent. f
playing device, and causes significant loss of information __ 1€ challenge in this subsection is thus to find a set o

A given grayscale image is assumed to be encoded with
high accuracy that exceeds eight bits per pifgdp in a

represented by fine tones in the grayscale. 2“ integer-valued tuning vectors ofAR,AG,A_B) .to a
A given (n+8)-bit grayscale valud can be expressed fixed sequence between 0 anti-21. At the beginning, to
by interpret a given grayscale value in terms of lightness, the
RGB color system, where a given grayscale value has been
V=2"Vy+AV, (1) encoded, must be defined. The standard default RGB color
space, SRGB? built for the Internet in 1999, is assumed in
Vo="floof V/2"], 2) this work, because it is a nice compromise between device-

dependent color spaces such as YIQ and YUV and device-

whereV, is the portion of the most significant 8 bits and Independent _color spaces such as CIEXYZ and
AV represents the other less significant bits. Flgprde- CIELAB.” ™" The transformation formulas from sRGB to

: 5
notes the maximum integer that does not exceedhe CIEXYZ are defined as follows:
grayscale data are expressed by a 3-D vector

X=0.4124R,+0.35765,+0.1808,, (5)
(Vo+AV/I2"Vo+AVI2"V+ AV/I2"), 3

Y=0.2126R,+0.715%.,+0.0728B,, (6)
to be interpreted as an achromatic color in an RGB color
space. Note that the row vector notation is used here to saveZ=0.0193R,+ 0.11925,+ 0.950B, (7)

space. The vector has identical entries and their value is a

fractional number. This 3-D source vector is mapped onto a whereX, Y, andZ are the CIE tristimulus values. The CIE
point in a 24-bit RGB color space as shown in Fig. 1. The chromaticity coordinates for ITU-R BT.709 reference pri-
corresponding destination vector is expressed by maries are as follows.
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x=0.64 =0. forR Table 1 Tuning vectors for 12-bit grayscale data. The plus-marked
0.6400, y 0.3300 fo s’ ® eight rows are removed away in 11-bit accuracy. In addition, the four
rows marked with double pluses are furthermore removed away in

x=0.3000, y=0.6000 forGg, 9 10-bit accuracy. AL* and AE%, are valid to the basement value of
Vo=25.
x=0.1500, y=0.0600 forBq, (10
AV AR, AGg, AB; AL* AE%, Note
The_ s_tan_dar_d illuminant white is CIBgs, of which chro- 0 0.0, 0 0.000 0.000
maticity is given byx=0.3127 andy=0.3290. 1 0.0 1 0,007 1037 i
CIELAB is widely used to describe color difference in $ ' '
many industries. It is widely accepted as a standard inter- 2 1,0 -1 ~0.011 1.276 *
change color spac@.lt is transformed from CIEXYZ as 8 100 —0018 0716 A
follows 8~11 4 1,01 -0.015 1.264 ++
5 2,0, -1 -0.029 1.773 +
L*=116f(Y/Y,)— 16, (11) 6 1,0,2 0.013 2177 +
7 2,0,0 0.009 1.420 +++
a* =50(q f(X/X,)—f(Y/IY)], (12 8 2,0,1 0.002 1.759 +
9 -1,1,1 —0.009 1.427 ++
b*=20q f(Y/Y,)—f(Z/Z,)], (13 10 3,0,0 —0.009 2.113 +
1 -1,1,2 0.028 1.727 +
where 12 0,10 0.024 1.264 +++
s 13 0,1,1 0.018 0.708 +
f(p)=p for p>0.008856, (14 14 0.1 2 0011 1222 ++
. 15 1,1,0 0.007 1.033 +
f(p)=7.78%+16/116 otherwise. (15

L* is referred to as lightnesa* andb* are referred to as _ _ _
redness-greenness and yellowness-blueness, respectivelyector. Itis merely |_ncluded in the table for ease of under-
and represent chroma componeiXs, Y,,, andZ, are the standing the endpoint mapping. It should be noted that the

tristimulus values of the standard illuminant. decimation of rows is not regular. This is a consequence of,
The CIELAB color difference between two colors is de- on one hand, the nonlinear and nonuniform Correspondence
fined as follow<$ 1t among color spaces in issue. On the other hand, the color
difference is more significant than the accuracy in lightness
AEX =[(AL*)2+(Aa*)2+ (Ab*)2]2 (16) in some of the practical applications intended.

Finally, a pseudogray color is computed by adding the

whereA stands for the difference between two quantities in common  scalar valueV, to the tuning vector
issue. (ARg,AG4,ABy). Since the pseudogray color belongs to
In this way, once a given grayscale valMehas been  the 8-bit SRGB color space, it looks as if the number of
transformed onto a vector in CIELAB, then what has to be 9ray levels had been augmented by a factor of the total
done is to find a mapping of the local source vector Number of tuning vectors. . o
(1,1,1)AV/2" to a tuning vector ARs,AG4,AB,) in the Figure 2 shows the local mapping characteristics be-
SRGB color space, so that both color and lightness differ- tWeen grayscale values and the lightness values of the
ences between the true gray and the pseudogray may p&seudogray. As seen in the plots, the monotonic increasing
tuned to zero as close as possible. To this end, an exhausProPerty between the grayscale value and the lightness of
tive search is applied fon=4 and a set of 16 vectors is the pseudogray is satisfied as intended. Approximate linear-

found. The solution set of those vectors has to satisfy two ity be_twe_en them s a_Iso obse_rved, W.h'le the b|n_ size of
additional conditions. That is, it has to keep the natural quantization accuracy is nonuniform. It is worth noting that

order correspondence to the integer sequence between §rrors in both lightness and color differences vanish at two

and 15. Second, the segmentation of the lightness scale hagnldpoints. 'I;]he Iightness ofbthe pse%dog:jaésesxten%s #S
to be uniform as fine as possible. In other words, the bin Y&/Ue Over the entire range between 0 an » and this

sizes along the quantized lightness scale must be as regulaf"@PPing gamut is implemented by the basement integer

as possible. The solution in 12-bit accuracy is listed in @dded to the tuning vector. As a consequence, the global
Table 1, where the lightness and color differences have linéarity and quantization accuracy are equally maintained
been computed for a fixed basemevi§=25. This value is  OVer all unitintervals on the entire grayscale, where “unit
equivalent to 10% of the full 8-bit range between 0 and implies one digital count in 8-bit SRGB.

255. The values of color and lightness differences are valid 22 Quantization and Gamma Correction of Given
for this basement value. If 11-bit accuracy is desirable, ~ Grayscale Data

eight rows that are marked bysingle plusin the rightmost ) ] )
column are taken away. If 10-bit accuracy is appropriate, Given grayscale datQ is assumed to have been encoded in
the 4 rows marked with a double plus are furthermore sup- (n+8) bits, and the number of grayscale tones is thus
pressed, and only three vectors are left in the same order a®""8. In contrast, the pseudogray has been produced by
they appear in the table. The null vector is not a tuning augmenting less significamt bits between successive two
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38.30 9.000 rect the CRT gamma, and hence most digital images have
—e—L* —m—delta Eab* been gamma corrected and then encoded in digital data.
38.20 8.000 This has been a legacy since the advent of televisién®

In the sRGB color system, significant effort has been
38.10 / 7.000 paid to the gamm#&>1?-1416and the viewing gamma is

described by

38.00 - 6.000
// YW= YcYD (18
5.000
whereyc and yp are the camera and display gammas. The

/ 4000 display gamma is further factored into a product of look-up
// table and CRT gammas, and the former is recommended to
S0 / 008 be 1 and the latter is specified as 2.2. In accordance with
37.60

w w
P N
® ©
=} o

Lightness
Color Difference

the legacy and recent trends in color standardizations, a

Av\f a000 viewing gamma was defined as 1.125. As a result, a camera
/ / \ gamma is given by the reciprocal of 1.956.
8750 :/AY v’\'i 1.000 The pseudogray can be directly applied to the legacy

grayscale data. In the following description, the grayscale
— data encoded after a gamma correction of 2.2 are referred
0 2 4 6 8 10 12 14 16 to as the legacy data, and linearly encoded data are referred
Augmented Grayscale Value in sSRGB to as linear data, which is a consequence of the camera
gamma of unity.
To display those fine grayscale linear data on an 8-bit
sRGB CRT monitor, the display gamma has to be corrected

37.40 0.000

Fig. 2 Local mapping characteristics between the grayscale value
and the pseudogray in 12-bit accuracy in terms of lightness and
color differences. The basement value V, in the grayscale is 25. The

grayscale value extends its range between 25 and 26 in digital before the pseudogray mapping. When the viewing gamma
counts, and the values along the horizontal axis should be read as for 8-bit SRGB CRT monitors and the display gamma are
those divided by 16. 1.125 and 2.2, respectively, the gamma-adjusted and quan-

tized grayscale data for a given- 8)-bit linear dateQ is
obtained by the following transformation.

tones in an 8-bit grayscale. The number of tones in the

pseudogray is thus given by 282"+ 1, and differs from  V=floorf (28—1)2"q’ +0.5], (19
the number of gray levels in a given data. To solve this

mismatch, a reduction in the number of tones is necessarywhere

and a given grayscale dafis quantized before its map-

ping to the pseudogray, as follows. q’'=1.05524-0.055, for q>0.00304, (20)

V=floor Q(2%~1)2"/(2""®~1)+0.5]. 17 =129, otherwise, 21)

The quantized grayscale data are mapped to the
pseudogray by using the tuning vectors. Unfortunately,
some tuning vectors cannot be applied at black and white ) ] )
ends, because any value outs{@255 is impossible in ~ andqis a normalized number between 0 and 1 by scaling
8-bit SRGB. In 12-bit accuracy, four pseudogray colors can Of Q. Note that the discrepancy between 2.2 and 2.4 is due
have a negative value R, andB,, and eight pseudograys  t0 @n offset:* As a result of the gamma adjustment, the
can overflow beyond 255. These inhibited pseudograys areVi€Wing gamma will be implemented by
replaced by another admissible pseudogray of which light-
ness is closest to that of the inhibited pseudogray. YW= YCYAYD (23

For the pseudogray to be evaluated, the reference gray
has to be identified. It is hence appropriate to refer to the wherey, is the adjusting gamma.
so-called gamma. A CRT monitor has a strong nonlinear A sequence of the scaling, gamma correction, quantiza-
transfer function between input and output. The output is tion, and pseudogray mapping is referred to as the linear
proportional toy'th power of the input, and is referred to mode, while a simplified process for the traditional gamma-
as a CRT gamma or monitor gamma. Regarding the corrected data is referred to as the legacy mode. These two
gamma, in-depth research is available in Refs. 13 and 14,modes are shown in Fig. 3, where square boxes illustrate
where the device profile of a CRT monitor is described by data in respective formats. Upper and lower figures located
the tone reproduction curves and transformation matrices.at the left sides indicate the largest and smallest values of
However, since the objective of this work is different from data.
the precise characterization of CRT monitors, the term  Different types of CRT gammas can be treated in the
gamma is used in a sense similar to Refs. 4 and 5. A typical same way. However, since the sSRGB color system offers a
CRT gamma is 2.2 for sSRGB and NTSC?!® The CRT  common platform as a device-independent default standard
gamma has to be corrected prior to displaying an image onat best at present, it is reasonable to limit our discussion in
CRT monitors. Most of cameras are thus designed to cor- SRGB to a practical point of view.

q=Q/(2""8~1), (22
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4095 1 1 4080 255 1

x3 x3
—> —> —> — —>
0 0 0 0 0 0
Scaling Gamma Quantization p.Graying Displaying
@
4095 1 4080 255 1
x3 x3
—> > —> —>
0 0 0 0 0
Scaling Quantization p.Graying Displaying
(b)

Fig. 3 (a) Linear mode and (b) legacy mode in 12-bit accuracy. The pseudogray is encoded into 8-bit
SRGB and is decoded/displayed on an 8-bit SRGB CRT monitor so as to be evaluated in CIELAB. The
reference gray for evaluations is marked by shaded squares.

2.3 Numerical Evaluation of the Pseudogray Note that the viewing gamma of 2.2 makes no sense for a
viewing purpose, but it refers to the case when just the

as the reference gray in the present work. It is defined by quantized data without any gamma adjustments are dis-

: : layed on an 8-bit SRGB CRT monitor ofp=2.2. The
the 8-bit SRGB encoded values after scaling, gamma ad-P'aYe i o . D
justment, and quantization described in the previous sec-Maximum difference in lightness is 0.035 and 0.109 for 12-
tion. The reference gray in 12-bit accuracy thus extends its @nd 10-bit accuracy data, respectively. .
value on the interval of0,408( in 4081 levels. The refer- Figure 4 shows the color and lightness differences be-

ence gray is pretended by the pseudogray. This is referredfWeen the reference gray and pseudogray over the whole

to as nominal pseudogray to avoid confusion, and it has the'@19€ of the quantized grayscale in 10-bit accuracy for
same grayscale range as the reference gray, as listed if€92cy data. The viewing gamma is assumed to be unity.
Table 2. Unfortunately, some impossible pseudogray colors |N€ grayscale value extends its value O through 255, and
can be computed as explained in the paragraph after Eq.the nl_meer _Of pseudogray colors plotted n the flg_ure IS
(17) in the previous section. As a result of replacing those 1021 in 10-bit accuracy. Hence the values in the horizontal

impossible pseudograys with admissible pseudogray coIors,aXiS can be.a fraction such as 1/4_, and the axis is referred to
the net number of tones in the pseudogray colors will de- @S the fractional grayscale in 8-bit SRGB. At a glance, one
crease to 4069. because there are four impossibIeWOUId see there are three plots for a single color difference,

pseudograys around the black end and eight impossible®S well as for the lightness difference. However, it is not
pseudograys around the white end. In summary, 4081 ref- real. The upper three plots belong to the color difference,
erence grayscale tones are pretended by 4081-level nominal

psel‘IdOQray colors by using a total of 4069 adm'.SSIbl.e Table 3 Maximum differences in lightness between a given gray-
pS.eUdOQray colors. It should be.nOted that all evaluat|on§ N scale data and the reference gray. yy,=2.2 implies the case when

this work are performed on a virtual screen after decoding just quantized data without any gamma corrections are displayed on
onto an 8-bit SRGB CRT monitor, where “virtual” implies  an 8-bit SRGB CRT monitor of yp=2.2.

numerical computations rather than experiments.

The grayscale data quantized in 268"+ 1 tones is used

The color difference that is identical to the lightness  Accuracy Yv Yo Max of |AL*|

difference between a givem 8)-bit grayscale data and

its reference gray has been examined for every tone for 1/1.000 0.035

every viewing gamma among 1.0, 1.125, and 2.2. The 1.000 1/1.956 0.035

maximum differences in lightness are listed in Table 3. 1/2.200 0.017

12 bits 1/1.000 0.033

1.125 1/1.956 0.017

Z?gl\?aﬁakﬁ:rt]gre]eg reference gray and pseudogray, and the number 1/2.200 0.034

2.2% 1/1.000 0.017

Value range Number of 1/1.000 0.106

_ _ tones in_ the 1.000 1/1.956 0.109

Accuracy grgyl/\éigle Refg;ergeynce pshézrgér;‘lay ;}sdentjldsc?gl]elaey 1/2.200 0.067

10 bits 1/1.000 0.107

10 bits [0,1023] [0,1020] [0,1020] 1020 1.125 1/1.956 0.067

11 bits [0,2047] [0,2040] [0,2040] 2038 1/2.200 0.099

12 bits [0,4095] [0,4080] [0,4080] 4069 2.2* 1/1.000 0.067
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Fig. 5 Lightness versus 8-bit grayscale digital counts.

Fig. 4 Color difference (upper) and lightness difference (lower) in
the case of 10-bit accuracy for legacy data. A unity viewing gamma
is assumed. The thin line shows the incremental lightness between

two successive digital counts in 8-bit SRGB. Triple split cluster plots AIthoth_ the color difference in Fig. 4 '.S large at .the
are due to three tuning vectors for 10-bit accuracy. black end, it takes values smaller than unlty over QUIte a
broad range of the grayscale. In fact, the color difference is
smaller than unity, when the 8-bit grayscale digital count
exceeds 44, which is approximately equivalent to 49 in
and the lower three plots belong to the lightness difference. lightness. Figure 4 also shows that the color difference is
Those split cluster plots are produced by the different error Smaller than 1.2 and 2.5, if the 8-bit digital count exceeds
levels in three tuning vectors, whose behavior has been32 and 11, respectively.
shown in Table 1 and Fig. 2. If successive points of a quan- For ease of interpretation, the lightness dependency
tity in issue would be connected by line segments, those against the grayscale digital count is supplemented in Fig.
confusing split plots would not appear, but the mid-level 5. For the legacy data, 90% among the full dynamic range
plot would be completely hidden. A single point AL* is of the linear grayscal_e exce_ed the gamma corrected value
seen apart from its clusters at the white end in the figure. Of 0.351=0.1">? that is equivalent to the grayscale count
This is a consequence of the negotiated replacement of arPf 89 among 255. As found in Fig. 4, this fact is restated as

inhibited tuning vector by an admissible one described in follows. For legacy 10-bit grayscale images, 90% of all
the previous section. gray values on the linear grayscale can be displayed on an

As observed in F|g 4, both differences decrease as thes-bit sRGB CRT monitor within the color difference of
grayscale value increases. This is a natural consequenced.62. This would be quite satisfactory, because it is hard to
because the color difference behavior produced by the tun-perceive such color differences smaller than 0.3, 0.6, 1.2,
ing vectors is identical in every unit interval along the gray- 2.5, or 3.0. The critical limit differs by literatur&}"*°and
scale and, at the same time, the lightness difference will of course depends on the viewing conditions and the per-
decrease in proportion to the relative magnitude to the ceptual capability of individuals. It might be of significance
basement value. It is observed that the decreasing rateto give a citation to typical values of averagéy,, in four
obeys the first-order derivative of the one third-power law commercial graphic CRT monitors: 0.63, 0.83, 0.97, and
between lightness and thétristimulus value. 1.90 are listed in Ref. 12.

For reference purposes, drawn in the same figure is the The increasing plot in Fig. 6 shows the lightness of the
thin line plot that shows the incremental lightness between pseudogray in 10-bit accuracy in 8-bit SRGB. The lower
two successive grayscale digital counts, rather than decreasing plot is the incremental lightness between two
pseudogray colors, in 8-bit SRGB. Although the color dif- successive pseudogray colors in 10-bit accuracy. It looks as
ference is larger than the incremental lightness between twoif two separate plots exist, but it is not true. As in Fig. 4,
successive digital counts, the lightness difference of the those split levels are just a result of irregular levels in light-
pseudogray to the reference gray is surely smaller than thisness in the tuning vectors. The incremental lightness be-
incremental lightness. The color difference of the tween two successive grayscale digital counts in 8-bit
pseudogray is approximately twice as large as the incre-sRGB is also drawn in a mid-level thin line, once again the
mental lightness. This is a consequence of the fact that thesame as in Fig. 4. While the color difference represents the
pseudogray is approximated by the unity-spacing grids in fidelity to the reference gray, the incremental lightness rep-
the 8-bit SRGB color space at the expense of the intrinsic resents the smoothness in gradation in the pseudogray. It is
color difference in the achromatic color. smaller than unity except for only four colors around the
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Fig. 6 Lightness and incremental lightness of the pseudogray in
10-bit accuracy. 0.001
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Fig. 7 Color difference (upper) and lightness difference (lower) in
. the case of 12-bit accuracy for legacy data. A unity viewing gamma
black end. Therefore two successive pseudogray colors args assumed. The thin line shows the incremental lightness between

expected to be perceived in a confusing gray, as far as thetwo successive digital counts in 8-bit SRGB.
color difference from the reference gray is sufficiently

small. The reason why there are two points of the incre-

mental lightness apart from the major plot around the white 3 Concluding Remarks

end is because the replacement remedy for an inhibitedry eyniore the possibility in displaying fine grayscale im-
tuning vector has been implemented. ages on 8-bit SRGB CRT monitors, pseudogray colors have

Figures 7 and 8 show the results for 12-bit accuracy. All heen computed and their objective data have been pre-
of the color difference, lightness difference, lightness, and

incremental lightness in the 12-bit pseudogray colors show

similar behaviors to those in 10-bit accuracy. In spite of the —inorL* between2dcs - incrl* . L°
existence of a few disorders around the white end, the light- 100.000 - :

ness difference and incremental lightness of the pseudogray
surely remain lower than the incremental lightness between
two successive grayscale digital counts in 8-bit SRGB,
while the color difference is at a slightly higher level than 10.000 |
that in 10-bit accuracy.

Another discussion is developed in termsadtb* coor-
dinates in CIELAB. Figure 9 plots the pseudogray colors in
12-hit accuracy. As seen in Fig(&, the plots are classified
in 15 clusters along respective converging linear plots that
correspond to the 15 tuning vectors. The reason why only
12 converging linear clusters are seen in the plot is due to
the geometric similarity in tuning vectors: three tuning vec-
tors of(1,0,0, (2,0,0, and(3,0,0 are similar to each other.
Also, (0,1, is similar to (0,2,2, which is produced by a
sum of the tuning vector df—1,1,1) and a basement vector
of (1,1,1. 15 tuning vector indices read from the leftmost
column in Table 1 are given to 12 converging clusters in
Fig. 9a). A limited number of pseudogray colors, of which 3
a digital count in 8-bit SRGB exceeds 45, are plotted in Fig. 0.001 ]
9(b). Those pseudograys are found to concentrate within a 0.1 B 10 100 1000
considerably small area around the origin, and they number Fractional Grayscale Value in 12-bit sRGB
3344, which amounts to 82% among 4081 nominal Fig. g Lightness and incremental lightness of the pseudogray in
pseudogray colors. 12-bit accuracy.

1.000

0.100

Lightness and Incremental Lightness
3

0.010
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