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Introduction

Let (Bi, ‖ · ‖i) be a Banach space for i = 1, 2 and T : B1 → B2 a map between B1 and B2.

The map T is an isometry between B1 and B2 if

‖T (x)− T (y)‖2 = ‖x− y‖1 (x, y ∈ B1).

By the above equality, we notice that isometries on Banach spaces preserve the metric structure

induced by the norm. The main purpose of Preserver problems for surjective isometries on

Banach spaces of continuous functions is to characterize the forms of surjective isometries and

to clarify how the metric structure affects other structures of Banach spaces.

The Mazur–Ulam theorem [32, Theorem 1.3.5], which is one of the most prominent theorem

for the study of surjective isometries on Banach spaces, asserts that if T : B1 → B2 is a

surjective isometry, then T − T (0) is real linear. We note that the map T − T (0) : B1 → B2

is also a surjective isometry. We infer from this theorem that the metric structure is closely

related to the algebraic structure of Banach spaces. On the other hand, the forms of surjective

isometries on Banach spaces cannot be characterized in the Mazur–Ulam theorem.

Let C(X) be a Banach space of all complex-valued continuous functions on a compact

Hausdorff space X equipped with the supremum norm ‖f‖∞ = supx∈X |f(x)| for all f ∈ C(X).

The Banach–Stone theorem is one of the most important theorems in the study of surjective

isometries on Banach spaces which consist of continuous functions. This theorem characterizes

the forms of surjective complex linear isometries between two continuous function spaces C(X)

and C(Y );

Theorem (The Banach–Stone theorem [17, Theorem 2.1, p172]). If T : C(X) → C(Y ) is

a surjective complex linear isometry, then there exist a continuous function α : Y → T and a

homeomorphism τ : Y → X such that

T (f)(y) = α(y)f(τ(y)) (f ∈ C(X), y ∈ Y ),

where we denote by T = {z ∈ C : |z| = 1}.
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The form of T in the Banach–Stone theorem is called a weighted composition operator.

We note that each surjective complex linear isometry on Banach spaces preserves the metric

structure and the algebraic structure of Banach spaces. The Banach–Stone theorem states that

every surjective complex linear isometry between two continuous function spaces preserves the

topological spaces, that is, the metric structure and the algebraic structure are closely related

to the topological structure of continuous function spaces. According to the Mazur–Ulam

theorem, every surjective isometry which corresponds 0 to 0 between two Banach spaces is real

linear. Hence, it is natural to consider surjective real linear isometries instead of surjective

complex linear isometries when we explore the relation between the metric structure and others

structures of Banach spaces. By the result of T. Miura [54], we obtain the Banach–Stone

theorem in the case of surjective real linear isometries;

Theorem (Miura [54]). If T : C(X) → C(Y ) is a surjective real linear isometry, then

there exist a continuous function α : Y → T, a homeomorphism τ : Y → X, and a closed and

open subset K ⊂ Y such that

T (f)(y) =


α(y)f(τ(y)) (y ∈ K)

α(y)f(τ(y)) (y ∈ Y \K)

for all f ∈ C(X).

This theorem states that the metric structure has a strong influence on the algebraic struc-

ture and the topological structure of continuous function spaces. It is well known that surjective

isometries on various Banach spaces which consist of continuous functions can be described as a

weighted composition operator [13, 37, 45, 50, 53, 54, 55, 64]. In addition, the study of sur-

jective isometries on Banach spaces of vector–valued continuous functions has been studied by

many mathematicians actively [5, 6, 39, 40, 46, 49, 51]. Let C(X,C(Y )) be a Banach space

of all continuous functions F : X → C(Y ) equipped with the norm ‖F‖ = supx∈X ‖F (x)‖∞ for

all F ∈ C(X,C(Y )). We denote F (x)(y) by F (x, y) for F ∈ C(X,C(Y )), x ∈ X, and y ∈ Y .

By the Banach–Stone theorem, if T : C(X,C(Y )) → C(X,C(Y )) is a unital surjective complex

linear isometry, then the map T induces a homeomorphism τ : X × Y → X × Y such that

T (F )(x, y) = F (τ(x, y)) for all F ∈ C(X,C(Y )), x ∈ X, and y ∈ Y . Using natural projections

pX : X × Y → X and pY : X × Y → Y , there exist two continuous maps τ1 : X × Y → X and

τ2 : X × Y → Y so that

T (F )(x, y) = F (τ1(x, y), τ2(x, y)) (F ∈ C(X × Y ), x ∈ X, y ∈ Y ).
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Of course, the maps τ1 and τ2 depend on two variables x ∈ X and y ∈ Y . On the other hand,

it turns out that the continuous map τ1 or τ2 depends on only one of the two variables x ∈ X

and y ∈ Y in a particular Banach space of vector-valued continuous functions. In addition, the

maps τ1 or τ2 has a special form. Let Lip(X) be a Banach space of all Lipschitz functions defined

on a compact metric space X and Lip(X,C(Y )) a Banach space of all Lipschitz functions

defined on a compact metric space X with values in a continuous function space C(Y ). By

the result of Hatori and Oi [39] which generalize the result of Botelho and Jamison [6], if

T is a unital surjective complex linear isometry on Lip(X,C(Y )), then the map T induces a

continuous map τ1 : X×Y → X and a homeomorphism τ2 : Y → Y such that τ1(·, y) : X → X

is a surjective isometry for each y ∈ Y and

T (F )(x, y) = F (τ1(x, y), τ2(y)) (F ∈ Lip(X,C(Y )), x ∈ X, y ∈ Y ).

We note that the map τ : X×Y → X×Y defined by τ(x, y) = (τ1(x, y), τ2(y)) is a homeomor-

phism on X × Y . A composition operator induced by such a homeomorphism is said to be of

type BJ in [39, 40]. For each f ∈ Lip(X) and g ∈ C(Y ), we define a map f⊗g : X → C(Y ) by

f ⊗g(x) = f(x)g for x ∈ X, and then f ⊗g ∈ Lip(X,C(Y )). Let 1X : X → C and 1Y : Y → C
be constant functions with value 1 on X and Y , respectively. By regarding f ∈ Lip(X) as

f ⊗ 1Y , we see that Lip(X,C(Y )) contains Lip(X). In the same way, we observe that the

continuous function space C(Y ) is contained in Lip(X,C(Y )) if we identify g with 1X ⊗ g for

each g ∈ C(Y ). Entering F = f ⊗ g for f ∈ Lip(X) and g ∈ C(Y ) into the above equality, we

obtain

T (f ⊗ g)(x, y) = f(τ1(x, y))g(τ2(y)) (x ∈ X, y ∈ Y ).

The result of Hatori and Oi indicates that unital surjective isometries on Lip(X,C(Y )) separate

C(Y ) from Lip(X), because C(Y ) and Lip(X) are totally different Banach spaces. In [40],

Hatori and Oi gives a sufficient condition such that surjective complex linear isometries on

Banach spaces of vector-valued continuous functions forms a weighted composition operator

of type BJ. Koshimizu and Miura [46] characterize surjective isometries on the Banach spaces

C1(I, A) of continuously differentiable functions defined on I = [0, 1] with values in a uniform

algebra A on a compact Hausdorff space X. Of course, a continuous function space C(X) is

a uniform algebra on X. By this result, if T is a surjective complex linear isometry on the

Banach space C1(I, C(X)) of continuously differentiable maps defined on I = [0, 1] with values

in C(X), then the map T induces a continuous function α : X → T, a surjective isometry
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τ1 : I → I and a homeomorphism τ2 : X → X such that

T (F )(s, x) = α(x)F (τ1(s), τ2(x)) (F ∈ C1(I, C(X)), s ∈ I, x ∈ X).

If T : C1(I, C(X)) → C1(I, C(X)) is a surjective real linear isometry, we infer from the result

of Koshimizu and Miura [46] that the map T is a weighted composition operator induced by

a homeomorphism τ(s, x) = (τ1(s), τ2(x)) for (s, x) ∈ I × X, where τ1 : I → I is a surjec-

tive isometry and τ2 : X → X is a homeomorphism. This shows that surjective isometries

on C1(I, C(X)) distinguish C1(I) and C(X), because C1(I) and C(X) have totally different

structures from each other as a Banach space. In fact, all the functions of C1(I) are differen-

tiable on I while continuous functions on X need not be differentiable on I. By these results,

we see that surjective isometries distinguish two Banach spaces of continuous functions which

have some totally different structures from each other.

In Chapter 1, we consider the Banach spaces C1(I,Lip(I)) of all continuously differentiable

maps with values in Lipschitz algebra and characterize surjective isometries on C1(I,Lip(I)).

By the main result in Chapter 1, if T : C1(I,Lip(I)) → C1(I,Lip(I)) is a unital surjective

isometry, then the map T induces two surjective isometries τ1 and τ2 on I such that

T (F )(s, x) = F (τ1(s), τ2(x)) (F ∈ C1(I,Lip(I)), s, x ∈ I).

If F = f ⊗ g is a tensor product defined by f ⊗ g(s, x) = f(s)g(x) for f ∈ C1(I), g ∈ Lip(I),

and s, x ∈ I, then T (f ⊗ g)(s, x) = f(τ1(s))g(τ2(x)). It is well known that Lipschitz functions

on I have derivatives almost everywhere. Hence, C1(I) and Lip(I) have differential structures.

This results indicates that each surjective isometry T : C1(I,Lip(I)) → C1(I,Lip(I)) preserves

respective two differential structures of C1(I) and Lip(I), that is, the metric structure is closely

related to the differential structure of Banach spaces.

Let S(B) be the unit sphere of a Banach space of B. In 1987, D. Tingley suggested the

following problem which is called Tingley’s problem;

Problem (Tingley’s Problem [74]). Let B1 and B2 be Banach spaces. We denote by S(Bi)

the closed unit sphere of Bi for i = 1, 2. If ∆ : S(B1) → S(B2) is a surjective isometry, then

does there exist a surjective real linear isometry T : B1 → B2 such that T |S(B1) = ∆?

This problem asserts that surjective isometries on Banach spaces can be determined by the

information of the closed unit sphere, that is, the closed unit sphere of Banach spaces contains

the essential information of surjective isometries on Banach spaces. This problem has been

investigated for several Banach spaces since then. However, the problem is still open even for

4



finite dimensional Banach spaces whose dimension is more than 3. Quite recently, Banakh

[2] gave an affirmative answer to Tingley’s problem for 2-dimensional Banach spaces. Let

C0(X) be a Banach space of all continuous functions defined on a locally compact Hausdorff

space X which vanishes at infinity equipped with the supremum norm. Wang [75] proves

that each surjective isometry ∆ : S(C0(X1)) → S(C0(X2)) admits an extension to a surjective

real linear isometry between C0(X1) and C0(X2). Hatori, Oi, and Togashi [38] prove that

Tingley’s problem for uniform algebras is affirmative. In the first part of Chapter 2, we

consider Tingley’s problem for uniformly closed function algebras and prove that each surjective

isometry ∆ : S(A) → S(B) between the unit spheres of two uniformly closed function algebras

A and B can be extended to a surjective real linear isometry T : A → B. A uniformly closed

function algebra A on X is a uniformly closed and strongly separating subalgebra of C0(X).

We can regard A as a subalgebra of C(X ∪ {∞}), where X ∪ {∞} denotes the one-point

compactification of X. Under such identification, A never contains the constant functions.

Roughly speaking, a uniformly closed function algebra is a uniform algebra which does not

have the unit element. Of course, uniform algebras are examples of uniformly closed function

algebras. In the second part of Chapter 2, we give an affirmative answer to Tingley’s problem

for abelian JB∗-triples. According to [43, Corollary 1.11], each abelian JB∗-triple can be

represented as a subspace of a continuous function space C0(X) as follows;

CT
0 (X) = {f ∈ C0(X) : f(λx) = λf(x) for every (λ, x) ∈ T×X},

where X is a principal T-bundle. By the results of chapter 2, we see that every surjective

isometry ∆ between the unit spheres of two uniformly closed function algebras and JB∗-triple

forms a kind of weighted composition operator. These results in Chapter 2 indicate that the

forms of surjective isometries on Banach spaces can be determined by the information of only

the closed unit spheres of Banach spaces in the case of uniformly closed function algebras and

abelian JB∗-triples.

On the other hand, Tingley’s problem for C1(I,Lip(I)) has yet to be solved, because

the structure of the unit sphere of C1(I,Lip(I)) is more complicated than that of Banach

space of continuous functions equipped with the supremum norm. Let Lip(I) be a Banach

space of all Lipschitz functions defined on a closed unit interval I equipped with the norm

‖f‖σ = |f(0)|+‖f ′‖L∞ for all f ∈ Lip(I), where ‖ · ‖L∞ denotes the essential supremum norm.

In order to clue to the solution of Tingley’s problem for C1(I,Lip(I)), we consider surjective

isometries ∆ : S(Lip(I)) → S(Lip(I)) with respect to the norm ‖ · ‖σ in Chapter 3. At that
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time, we prove that ∆ : S(Lip(I)) → S(Lip(I)) can be represented by a sum of two weighted

composition operators and extended to a surjective real linear isometry between the whole

spaces with a different technique from the result Wang and Orihara [77].
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CHAPTER 1

Surjective isometries on the Banach algebra of continuously

differentiable maps with values in Lipschitz algebra

Abstract

Let Lip(I) be the Banach algebra of all Lipschitz functions on the closed unit interval I

with the norm ‖f‖L = ‖f‖∞ + L(f) for f ∈ Lip(I), where L(f) is the Lipschitz constant

of f . We denote by C1(I,Lip(I)) the Banach algebra of all continuously differentiable maps

F from I to Lip(I) equipped with the norm ‖F‖Σ = sups∈I ‖F (s)‖L + supt∈I ‖D(F )(t)‖L for

F ∈ C1(I,Lip(I)). In this paper, we prove that if T is a surjective, not necessarily linear,

isometry on C1(I,Lip(I)), then T − T (0) is a weighted composition operator or its complex

conjugation. Among other things, any surjective complex linear isometry on C1(I,Lip(I)) is

of the following form: c1F (τ1(s), τ2(x)), where c1 is a complex number of modulus 1, and τ1

and τ2 are isometries of I onto itself.

1. Introduction

The study of surjective isometries is one of the main themes in theory of Banach spaces.

Let C(K) be the Banach space of all complex-valued continuous functions on a compact

Hausdorff space K equipped with the supremum norm ‖f‖∞ = supy∈K |f(y)|. The Banach–

Stone theorem determines the form of surjective complex linear isometries between Banach

spaces C(X) and C(Y ). This theorem shows that T : C(X) → C(Y ) is a surjective complex

linear isometry if and only if there exist α ∈ C(Y ) with |u| = 1 on Y and a homeomorphism

τ : Y → X such that

T (f)(y) = α(y)f(τ(y)) (f ∈ C(X), y ∈ Y ),

that is, T is a weighted composition operator.

Cambern [13] extended the result above to the Banach space C1(I) of all continuously

differentiable functions f on the closed unit interval I = [0, 1] equipped with the norm

‖f‖ = maxs∈I{|f(s)|+ |f ′(s)|}. Rao and Roy [64] characterized the surjective complex linear

isometries on C1(I) with the norm ‖f‖ = ‖f‖∞ + ‖f ′‖∞.
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The above results by Cambern [13] and Rao and Roy [64] were extended to surjective

isometries on vector-valued function spaces. Botelho and Jamison [5] gave a characterization

of surjective complex linear isometries on the Banach space C1(I, E) of all continuously dif-

ferentiable functions F on I with values in a finite dimensional Hilbert space E, equipped

with the norm ‖F‖ = maxs∈I{‖F (s)‖E + ‖F ′(s)‖E}. Li and Wang [51] considered surjective

complex linear isometries on the Banach space Cn
0 (Ω, E) of all n-times continuously differ-

entiable functions on an open subset Ω in a p-dimensional Euclidean space Rp with values

in a reflexive, strictly convex Banach space E. Leung, Ng, and Tang [49] showed the re-

sult by Li and Wang [51] for an arbitrary Banach space E: More explicitly, suppose that

T : Cn1
0 (Ω1, E1) → Cn2

0 (Ω2, E2) is a surjective complex linear isometry for an open subset Ωj

in Rpj and a Banach space Ej with j = 1, 2. Then they proved that p1 = p2, n1 = n2 and for

each t ∈ Ω2 there exist a Banach space isomorphism V (t) : E2 → E1 and a Cn1-diffeomorphism

τ : Ω2 → Ω1 such that T (F )(t) = V (t)(F (τ(t))) for all F ∈ Cn1
0 (Ω1, E1) and t ∈ Ω2.

Let C1(I, C(X)) be the Banach space of all continuously differentiable functions F equipped

with the norm ‖F‖ = sups∈I ‖F (s)‖∞ + supt∈I ‖F ′(t)‖∞. We denote F (s)(x) by F (s, x) for

F ∈ C1(I, C(X)), s ∈ I, and x ∈ X. By the result of Hatori and Oi [40, Corollary 18],

or Koshimizu and Miura [46, Theorem 1], if T : C1(I, C(X)) → C1(I, C(X)) is a surjective

complex linear isometry, then there exist α ∈ C(X) with |u| = 1 on X, a C1-diffeomorphism

τ1 : I → I, and a homeomorphism τ2 : X → X such that

T (F )(s, x) = α(x)F (τ1(s), τ2(x)) (F ∈ C1(I, C(X)), (s, x) ∈ I ×X).

We note that τ1(s) = s or τ1(s) = 1 − s, because τ1 is a C1-diffeomorphism. In particular,

if F is a tensor product f ⊗ g defined by (f ⊗ g)(s, x) = f(s)g(x) for f ∈ C1(I), g ∈ C(X),

and (s, x) ∈ I × X, then T (f ⊗ g)(s, x) = u(x)f(τ1(s))g(τ2(x)). This shows that the sur-

jective complex linear isometry T on C1(I, C(X)) respects C1(I) and C(X). Such a kind of

phenomenon occurs because C1(I) has a distinct structure, say differential, from C(X). It is

well known that the Lipschitz functions on I have derivatives almost everywhere. Thus, the

Lipschitz space Lip(I) has a similar structure to C1(I).

Now, the following question seems natural:

Do surjective complex linear isometries on C1(I,Lip(I)) respect C1(I) and

Lip(I)?

The main result of this paper gives an affirmative answer to the question.
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Theorem 1.1. Let T : C1(I,Lip(I)) → C1(I,Lip(I)) be a surjective, not necessarily linear,

isometry with respect to the norm ‖ · ‖Σ. Then there exist a constant c1 ∈ T and two maps

τ1, τ2 ∈ {idI , 1I − idI} such that

T (F )(s, x)− T (0)(s, x) = c1F (τ1(s), τ2(x)) (F ∈ C1(I,Lip(I)), s, x ∈ I), or

T (F )(s, x)− T (0)(s, x) = c1F (τ1(s), τ2(x)) (F ∈ C1(I,Lip(I)), s, x ∈ I).

In the next section, we describe the definition of C1(I,Lip(I)) and ‖ · ‖Σ in detail. The

next result is a direct, but important, consequence of our main theorem.

Corollary 1.2. If T : C1(I,Lip(I)) → C1(I,Lip(I)) is a surjective complex linear

isometry with respect to the norm ‖ · ‖Σ, then there exist a constant c1 ∈ T and two maps

τ1, τ2 ∈ {idI , 1I − idI} such that

T (F )(s, x) = c1F (τ1(s), τ2(x)) (F ∈ C1(I,Lip(I)), s, x ∈ I).

2. Embedding of C1(I,Lip(I)) into C(Z)

Let I be the closed unit interval [0, 1]. We denote by C1(I) the commutative Banach

algebra of all complex-valued continuously differentiable functions on I. Let Lip(I) and L∞(I)

be the commutative Banach algebra of all complex-valued Lipschitz functions on I and that

of all complex-valued essentially bounded Lebesgue measurable functions on I, respectively.

It is well known that g ∈ C(I) is a Lipschitz function on I if and only if the derivative g′(x)

exists for almost all x ∈ I and g′ ∈ L∞(I). Denote by M the maximal ideal space of L∞(I).

By the Gelfand–Naimark theorem [17, VIII. Theorem 2.1], L∞(I) is isometrically isomorphic

to C(M). We do regard g′ ∈ L∞(I) as a continuous function on M for each g ∈ Lip(I). We

define the norm ‖g‖L by

(2.1) ‖g‖L = sup
x∈I

|g(x)|+ sup
m∈M

|g′(m)|

for g ∈ Lip(I).

For each F ∈ C(I2) and s ∈ I, we define Fs : I → C by Fs(x) = F (s, x) for x ∈ I. Then

Fs is continuous on I.

Definition 1.3. Let C(I,Lip(I)) be the algebra of all continuous functions F from I to

Lip(I). We denote F (s)(x) by F (s, x) for F ∈ C(I,Lip(I)) and s, x ∈ I. Thus, we do regard

F ∈ C(I,Lip(I)) as a continuous function on I2 such that Fs ∈ Lip(I) for each s ∈ I. We
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define C1(I,Lip(I)) as the algebra of all F ∈ C(I,Lip(I)) satisfying the following condition:

There exists G ∈ C(I,Lip(I)) such that

lim
h→0

∥∥∥∥∥Fs+h − Fs
h

−Gs

∥∥∥∥∥
L

= 0 (s ∈ I),

when s = 0, 1, the limit means the right-hand and left-hand one-sided limit, respectively.

Then G is said to be the derivative of F , and we denote it by D(F ). By definition, D(F ) ∈
C(I,Lip(I)) for each F ∈ C1(I,Lip(I)). Thus, Fs, D(F )t ∈ Lip(I) for each s, t ∈ I. Then the

derivatives of Fs and D(F )t exist: We denote (Fs)
′ = F ′

s and (D(F )t)
′ = D(F )′t for simplicity.

As we mentioned above, we do regard F ′
s and D(F )′t as continuous functions on M.

We define the norm ‖ · ‖Σ on C1(I,Lip(I)) by

‖F‖Σ = sup
s∈I

‖Fs‖L + sup
t∈I

‖D(F )t‖L (F ∈ C1(I,Lip(I))).

Here, we show an outline of proof of Main theorem. From now on, given a normed space

E, we will denote by E∗, (E∗)1, and ext(E∗)1 the dual space of E, the closed unit ball of E∗,

and the set of extreme points of (E∗)1, respectively. We assume that T is a surjective isometry

on C1(I,Lip(I)) and T0 is a mapping, defined by T0 = T − T (0). Then T0 is a surjective

real linear isometry on C1(I,Lip(I)) by the Mazur–Ulam theorem [32, Theorem 1.3.5]. First,

we embed C1(I,Lip(I)) into C(Z) with the supremum norm for some compact Hausdorff

space Z; we introduce several variables when we do this. Let A be the isometric image of

C1(I,Lip(I)) in C(Z). We induce a surjective real linear isometry S on A with respect to the

supremum norm from T0 on C1(I,Lip(I)). Applying the argument in [64, Lemma 3.1] with

the Arens–Kelley theorem [32, p.33], we can characterize ext(A∗)1. It is well known that one

can characterize surjective complex linear isometries on C(K) for a compact Hausdorff space

K by the structure of ext(C(K)∗)1 (see, for example, [17, Proof of the Banach–Stone theorem,

p.172]). We can characterize the surjective real linear isometry S on A by a similar argument as

above; roughly speaking, S is a sum of weighted composition operators. The form of S includes

inessential variables, since we introduced several variables to embed C1(I,Lip(I)) into C(Z).

We will cancel inessential variables to determine the surjective isometry T on C1(I,Lip(I)).

The author in present paper refers to [46, 53, 64] for this idea.

In the rest of this section, we construct a complex linear isometry U from C1(I,Lip(I))

into C(Z).
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Definition 1.4. We put X = I2 ×M× T, Y = T×X, and Z = X × Y . We define two

operators ∂1 : C
1(I,Lip(I)) → C(X) and ∂2 : C

1(I,Lip(I)) → C(Y ) by

∂1(F )(s, x,m, z) = Fs(x) + F ′
s(m)z ((s, x,m, z) ∈ X),(2.2)

∂2(F )(ξ, (t, y, n, w)) = ξD(F )t(y) +D(F )′t(n)w ((ξ, (t, y, n, w)) ∈ Y )(2.3)

for any F ∈ C1(I,Lip(I)). By definition, F ′
s, D(F )′t ∈ C(M) for every F ∈ C1(I,Lip(I)) and

s, t ∈ I. Hence, ∂1 and ∂2 are well defined.

For each F ∈ C1(I,Lip(I)), we define F̃ : Z → C by

(2.4) F̃ (x,y) = ∂1(F )(x) + ∂2(F )(y) ((x,y) ∈ Z).

Since ∂1(F ) ∈ C(X) and ∂2(F ) ∈ C(Y ), we see that F̃ is a continuous function on Z.

Let f ∈ C1(I) and g ∈ Lip(I). We define f ⊗ g : I2 → C by

(f ⊗ g)(s, x) = f(s)g(x) ((s, x) ∈ I2).

We infer from the definition of C1(I,Lip(I)) that f ⊗ g ∈ C1(I,Lip(I)) satisfies

(2.5) (f ⊗ g)′s = f(s)g′, D(f ⊗ g) = f ′ ⊗ g, and D(f ⊗ g)′s = f ′(s)g′ (s ∈ I).

It follows from (2.2),(2.3), and (2.5) that

∂1(f ⊗ g)(x) = (f ⊗ g)s(x) + (f ⊗ g)′s(m)z = f(s)
(
g(x) + g′(m)z

)
,

∂2(f ⊗ g)(y) = ξD(f ⊗ g)t(y) +D(f ⊗ g)′t(n)w = f ′(t)
(
ξg(y) + g′(n)w

)
for x = (s, x,m, z) ∈ X and y = (ξ, (t, y, n, w)) ∈ Y . Entering the above two equalities into

(2.4), we obtain

(2.6) f̃ ⊗ g(z) = f(s)
(
g(x) + g′(m)z

)
+ f ′(t)

(
ξg(y) + g′(n)w

)
for any x = (s, x,m, z) and y = (ξ, (t, y, n, w)) with z = (x,y) ∈ Z. We put 1 = 1I ⊗ 1I . By

(2.6), we observe that 1̃ is the constant function in A taking only the value 1.

In the next lemma, we shall embed C1(I,Lip(I)) into C(Z).

Lemma 1.5. We define a map U : C1(I,Lip(I)) → C(Z) by

U(F ) = F̃ (F ∈ C1(I,Lip(I))).

Then U is a complex linear isometry from (C1(I,Lip(I)), ‖ · ‖Σ) into (C(Z), ‖ · ‖∞).
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Proof. Let ∂1 and ∂2 be maps defined by (2.2) and (2.3), respectively. We see that ∂1

and ∂2 are both complex linear mappings by definition. Hence, U is a complex linear map by

(2.4).

We shall prove that U is an isometry. Fix an arbitrary F ∈ C1(I,Lip(I)). We deduce from

(2.4) that ‖U(F )‖∞ = ‖F̃‖∞ ≤ ‖∂1(F )‖∞ + ‖∂2(F )‖∞. Note that

‖∂1(F )‖∞ = sup
(s,x,m,z)∈X

|∂1(F )(s, x,m, z)| = sup
(s,x,m,z)∈X

|Fs(x) + F ′
s(m)z|

≤ sup
s∈I

{
sup
x∈I

|Fs(x)|+ sup
m∈M

|F ′
s(m)|

}
= sup

s∈I
‖Fs‖L

by (2.1) and (2.2). Hence, ‖∂1(F )‖∞ ≤ sups∈I ‖Fs‖L. By the same reasoning, we get

‖∂2(F )‖∞ ≤ supt∈I ‖D(F )t‖L. These inequalities show that

‖U(F )‖∞ ≤ sup
s∈I

‖Fs‖L + sup
t∈I

‖D(F )t‖L = ‖F‖Σ,

and consequently, ‖U(F )‖∞ ≤ ‖F‖Σ. Now we prove the opposite inequality. Take an arbitrary

ϵ > 0. There exists s0 ∈ I such that sups∈I ‖Fs‖L − ϵ/2 < ‖Fs0‖L. Since Fs0 and F ′
s0

are

continuous on I and M, respectively, there are x0 ∈ I and m0 ∈ M such that supx∈I |Fs0(x)| =
|Fs0(x0)| and supm∈M |F ′

s0
(m)| = |F ′

s0
(m0)|. Choose z0 ∈ T so that |Fs0(x0) + F ′

s0
(m0)z0| =

|Fs0(x0)|+ |F ′
s0
(m0)|. We obtain

|Fs0(x0) + F ′
s0
(m0)z0| = sup

x∈I
|Fs0(x)|+ sup

m∈M
|F ′
s0
(m)| = ‖Fs0‖L > sup

s∈I
‖Fs‖L − ϵ

2
,

and thus, |Fs0(x0) + F ′
s0
(m0)z0| > sups∈I ‖Fs‖L − ϵ/2. We derive from the above arguments

that

|D(F )t0(y0) +D(F )′t0(n0)w0| > sup
t∈I

‖D(F )t‖L − ϵ

2

for some (t0, y0, n0, w0) ∈ X. Take ξ0 ∈ T so that

∣∣Fs0(x0) + F ′
s0
(m0)z0 + ξ0

(
D(F )t0(y0) +D(F )′t0(n0)w0

)∣∣
= |Fs0(x0) + F ′

s0
(m0)z0|+ |D(F )t0(y0) +D(F )′t0(n0)w0|.

We infer from the above inequalities with (2.2) and (2.3) that

|∂1(F )(x0) + ∂2(F )(y0)| > sup
s∈I

‖Fs‖L + sup
t∈I

‖D(F )t‖L − ϵ = ‖F‖Σ − ϵ,

where x0 = (s0, x0,m0, z0) and y0 = (ξ0, (t0, y0, n0, ξ0w0)). Hence, ‖F̃‖∞ > ‖F‖Σ − ϵ. Because

ϵ > 0 is arbitrarily chosen, we conclude ‖U(F )‖∞ = ‖F̃‖∞ ≥ ‖F‖Σ. Thus, U is a complex

linear isometry. □
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3. Characterization of induced isometry

Definition 1.6. We define A = {F̃ ∈ C(Z) : F ∈ C1(I,Lip(I))}. By Lemma 1.5, we may

and do regard U as a surjective complex linear isometry from C1(I,Lip(I)) onto the closed

linear subspace A of C(Z). We define a mapping S : A → A by S = U ◦ T0 ◦ U−1. Then

S is a surjective real linear isometry on A, since T0 is a surjective real linear isometry on

C1(I,Lip(I)).

C1(I,Lip(I))
T0−−−→ C1(I,Lip(I))

U−1

x yU
A −−−→

S
A

Because S ◦ U = U ◦ T0, we obtain

(3.1) S(F̃ ) = T̃0(F ) (F ∈ C1(I,Lip(I))).

Let Λ ∈ A∗ with the operator norm ‖Λ‖. We can extend Λ to a bounded linear functional

on C(Z) with the same operator norm by the Hahn–Banach theorem [17, III. Theorem 6.2].

There exists a regular Borel measure µ on Z such that Λ(F̃ ) =
∫
Z
F̃ dµ for all F̃ ∈ A and

that the total variation ‖µ‖ of µ satisfies ‖µ‖ = ‖Λ‖ by the Riesz representation theorem [67,

Theorem 2.14]; such a measure µ is called a representing measure for Λ (see [7, p.80]). Let δz

be a point evaluation at z ∈ Z defined by δz(F̃ ) = F̃ (z) for F̃ ∈ A. In the next lemma, we

prove that every representing measure for δz is the Dirac measure concentrated at z for any

z ∈ Z.

Lemma 1.7. Let x = (s, x,m, z) ∈ X, y = (ξ, (t, y, n, w)) ∈ Y , and z = (x,y) ∈ Z. If µ is

a representing measure for δz, then µ({z}) = 1.

Proof. First, we see that µ is a probability measure, since ‖δz‖ = 1 = δz(1̃) (see [7,

p.81]). For simplicity, we shall write X = (I2,M,T), Y = (T, X), Z = (X,Y ) and so

on. We derive from (2.6) that f̃ ⊗ 1I(z) = f(s) + f ′(t)ξ for f ∈ C1(I), which shows that

f(s) + f ′(t)ξ = δz(f̃ ⊗ 1I) =
∫
Z
f̃ ⊗ 1I dµ for all f ∈ C1(I). We may apply the arguments in

[64, Proof of Lemma 3.1] to the last equality, and then we observe that µ is concentrated on

the set (s,X1, ξ, t, X1), where X1 = (I,M,T), that is, µ((s,X1, ξ, t, X1)) = 1.

Using (2.6), we have
∫
Z
1̃I ⊗ g dµ = 1̃I ⊗ g(z) = g(x)+g′(m)z for any g ∈ Lip(I). Applying

the above argument to 1̃I ⊗ g, we get µ((s, x,m, z, ξ, t,X1)) = 1.
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Finally, we put fs = idI − s1I , and then fs(s) = 0 and f ′
s = 1I . For each g ∈ Lip(I), we

get
∫
Z
(f̃s ⊗ g)dµ = f̃s ⊗ g(z) = ξg(y) + g′(n)w by (2.6). By the same reasoning as above, we

see that µ((s, x,m, z, ξ, t, y, n, w)) = µ(z) = 1. □

We denote by Ch(A) the set of all z ∈ Z such that δz ∈ ext(A∗)1. The set Ch(A) is called

the Choquet boundary for A. We shall characterize ext(A∗)1. First, we determine the Choquet

boundary for A in the next lemma.

Lemma 1.8. Ch(A) = Z.

Proof. It is enough to prove that Z ⊂ Ch(A). We take z ∈ Z arbitrarily. Assume that

δz = (Λ1 + Λ2)/2 for some Λ1,Λ2 ∈ (A∗)1. For each j ∈ {1, 2}, there exists a representing

measure µj such that ‖µj‖ = ‖Λj‖ and Λj(F̃ ) =
∫
Z
F̃ dµj for all F̃ ∈ A by the Hahn–Banach

theorem and the Riesz representation theorem. We put µ = (µ1 + µ2)/2. First, we shall prove

that µ is the Dirac measure concentrated at z. Since µj is a representing measure for Λj for

j = 1, 2, we get∫
Z

F̃ dµ =

∫
Z

F̃ d(
µ1 + µ2

2
) =

Λ1(F̃ ) + Λ2(F̃ )

2
= δz(F̃ ) (F̃ ∈ A).

Substituting F̃ = 1̃ into the last equality, we obtain µ(Z) =
∫
Z
1̃dµ = δz(1̃) = 1, and thus,

µ(Z) = 1. Having in mind that ‖µj‖ = ‖Λj‖ ≤ 1 for j = 1, 2, we obtain

1 = |µ(Z)| ≤ ‖µ‖ ≤ ‖µ1‖+ ‖µ2‖
2

≤ 1,

which implies that ‖µ‖ = 1 = ‖δz‖. Hence µ is a representing measure for δz. By Lemma 1.7,

we conclude that µ is the Dirac measure concentrated at z.

If B is any Borel set in Z which contains z, then (µ1(B) + µ2(B))/2 = µ(B) = 1. Because

‖µj‖ ≤ 1, we see that µj(B) = 1. This implies that µj(Z \B) = µj(Z)−µj(B) = 0. Therefore,

µj is the Dirac measure concentrated at z for j = 1, 2. For each F̃ ∈ A and j = 1, 2, we

have Λj(F̃ ) =
∫
Z
F̃ dµj = F̃ (z) = δz(F̃ ), which shows that Λ1 = δz = Λ2. This means that

δz ∈ ext(A∗)1. Since z ∈ Z is arbitrary, we conclude that Z ⊂ Ch(A). □

By the Arens–Kelley theorem, we have ext(A∗)1 = {λδz ∈ (A∗)1 : λ ∈ T, z ∈ Ch(A)}.
Lemma 1.8 shows that

(3.2) ext(A∗)1 = {λδz ∈ (A∗)1 : λ ∈ T, z ∈ Z}.

We shall next verify that ext(A∗)1 is homeomorphic to compact Hausdorff space T × Z.

Before proving it, we prepare the next lemma.
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Lemma 1.9. For any z1, z2 ∈ Z = X × Y with z1 6= z2, there exists F̃ ∈ A such that

F̃ (z1) 6= F̃ (z2).

Proof. We put zj = (xj,yj) for xj = (sj, xj,mj, zj) ∈ X and yj = (ξj, (tj, yj, nj, wj)) ∈ Y

with j = 1, 2. For each f ∈ C1(I) and g ∈ Lip(I), we have

f̃ ⊗ 1I(zj) = f(sj) + f ′(tj)ξj and 1̃I ⊗ g(zj) = g(xj) + g′(mj)zj

by (2.6). If (s1, t1) 6= (s2, t2), we can choose f0 ∈ C1(I) such that f̃0 ⊗ 1I(z1) = 0 and

f̃0 ⊗ 1I(z2) = 1. If (s1, t1) = (s2, t2) and ξ1 6= ξ2, then f̃1 ⊗ 1I(zj) = ξj for some f1 ∈ C1(I).

Thus, there exists F̃ ∈ A so that F̃ (z1) 6= F̃ (z2), provided that (s1, t1, ξ1) 6= (s2, t2, ξ2).

By a quite similar argument, we can find g0 ∈ Lip(I) such that 1̃I ⊗ g0(z1) 6= 1̃I ⊗ g0(z2) if

(x1,m1, z1) 6= (x2,m2, z2).

Finally, we consider the case in which x1 = x2, (ξ1, t1) = (ξ2, t2) and (y1, n1, w1) 6=
(y2, n2, w2). Setting f2 = idI − s11I , we get f2(s1) = 0 and f ′

2 = 1I . We derive from (2.6) that

f̃2 ⊗ g(zj) = ξ1g(yj) + g′(nj)wj for all g ∈ Lip(I). Applying the above argument to f̃2 ⊗ g, we

see that f̃2 ⊗ g1(z1) 6= f̃2 ⊗ g1(z2) for some g1 ∈ Lip(I). The proof is complete. □

Now we are in a position to show that ext(A∗)1 is homeomorphic to T× Z.

Lemma 1.10. We define a map h : T× Z → ext(A∗)1 by

h(λ, z) = λδz ((λ, z) ∈ T× Z).

Then the mapping h is a homeomorphism from T×Z with the product topology onto ext(A∗)1

with the relative weak∗-topology.

Proof. By the definition of h, we can write (3.2) as ext(A∗)1 = h(T× Z), which implies

that h is surjective. Now we shall show that h is injective. Suppose that h(λ1, z1) = h(λ2, z2)

for λ1, λ2 ∈ T and z1, z2 ∈ Z, that is, λ1δz1 = λ2δz2 . Since 1̃ = 1̃I ⊗ 1I is the constant

function in A, we have λ1 = λ1δz1(1̃) = λ2δz2(1̃) = λ2, and thus, λ1 = λ2. This implies that

δz1 = δz2 . Because A separates the points of Z by Lemma 1.9, we obtain z1 = z2. Hence,

(λ1, z1) = (λ2, z2), which shows that h is injective. By the definition of the weak*-topology, we

observe that h is a continuous map from the compact space T × Z onto the Hausdorff space

ext(A∗)1. Therefore, the map h is a homeomorphism, as is claimed. □

Because S is not necessarily complex linear, the adjoint operator S∗ : A∗ → A∗ is not well

defined. In place of S∗, we define S∗ : A
∗ → A∗ by

(3.3) S∗(Λ)(F̃ ) = Re
(
Λ(S(F̃ ))

)
− iRe

(
Λ(S(iF̃ ))

)
(Λ ∈ A∗, F̃ ∈ A).
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It is well known that S∗ is a surjective real linear isometry (see [67, Proposition 5.17] and

[55]). We see that S∗ preserves ext(A∗)1, that is, S∗(ext(A
∗)1) = ext(A∗)1.

So as to characterize S∗ on ext(A∗)1, we define two maps using h as follows.

Definition 1.11. Let p1 : T × Z → T and p2 : T × Z → Z be the natural projections.

We define two maps α : T × Z → T and Φ : T × Z → Z by α = p1 ◦ h−1 ◦ S∗|ext(A∗)1 ◦ h,

Φ = p2 ◦ h−1 ◦ S∗|ext(A∗)1 ◦ h. We note that h : T × Z → ext(A∗)1 is a homeomorphism by

Lemma 1.10 and S∗(ext(A
∗)1) = ext(A∗)1. Thus, α and Φ are well defined.

We put (λ1, z1) = (h−1 ◦ S∗|ext(A∗)1 ◦ h)(λ, z) for (λ, z) ∈ Z. By Definition 1.11, we get

λ1 = α(λ, z) and z1 = Φ(λ, z). This shows that (h−1 ◦S∗|ext(A∗)1 ◦h)(λ, z) =
(
α(λ, z),Φ(λ, z)

)
,

which is equivalent to S∗(h(λ, z)) = h
(
α(λ, z),Φ(λ, z)

)
for all (λ, z) ∈ T×Z. By the definition

of h, we have

(3.4) S∗
(
λδz
)
= α(λ, z)δΦ(λ,z) ((λ, z) ∈ T× Z).

Because S∗|ext(A∗)1 : ext(A∗)1 → ext(A∗)1 is a bijective continuous map, it follows that h−1 ◦
S∗|ext(A∗)1 ◦ h is a homeomorphism from T× Z onto itself. Hence, we notice that α and Φ are

surjective continuous maps.

The following lemma states that Φ(λ, z) is closely connected with Φ(1, z) and Φ(i, z), which

is a key result to investigate the map Φ.

Lemma 1.12. There exists a continuous function ε0 : Z → {±1} such that

λε0(z)δΦ(λ,z) = aδΦ(1,z) + iε0(z)bδΦ(i,z)

for all z ∈ Z and λ = a+ ib ∈ T with a, b ∈ R.

Proof. Fix an arbitrary z ∈ Z. Since S∗ is real linear, we derive from (3.4) that

α(λ, z)δΦ(λ,z) = S∗(λδz) = S∗
(
(a+ ib)δz

)
= aS∗(δz) + bS∗(iδz) = aα(1, z)δΦ(1,z) + bα(i, z)δΦ(i,z),

and thus,

(3.5) α(λ, z)δΦ(λ,z) = aα(1, z)δΦ(1,z) + bα(i, z)δΦ(i,z)

for every λ = a + ib ∈ T with a, b ∈ R. Evaluating the last equality at the constant function

1̃ = 1̃I ⊗ 1I , we get

(3.6) α(λ, z) = aα(1, z) + bα(i, z).

16



Since α(λ, z) ∈ T, we have 1 = |aα(1, z) + bα(i, z)| = |a+ bα(1, z)α(i, z)| for all a, b ∈ R with

a+ ib ∈ T. Entering a = b = 1/
√
2 into the last equalities, we obtain

√
2 = |1+α(1, z)α(i, z)|.

It follows from α(1, z), α(i, z) ∈ T that α(1, z)α(i, z) is i or −i. We define

Ω0 = {z ∈ Z : α(1, z)α(i, z) = i}.

From the above argument, we see that Z \Ω0 = {z ∈ Z : α(1, z)α(i, z) = −i}. Because α(1, ·),
α(i, ·) : Z → T are continuous on Z, both Ω0 and Z \Ω0 are closed in Z. Hence Ω0 is a closed

and open subset of Z. Next we define a function ε0 : Z → {±1} by

ε0(z) =

 1 (z ∈ Ω0)

−1 (z ∈ Z \ Ω0).

The function ε0 is continuous on Z, because Ω0 is closed and open in Z. By the definition of

ε0, we get

(3.7) α(i, z) = iε0(z)α(1, z) (z ∈ Z).

Equalities (3.6) and (3.7) yield

α(λ, z) = aα(1, z) + bα(i, z) = (a+ iε0(z)b)α(1, z)

for all z ∈ Z. Since ε0(z) ∈ {±1}, we can write a + iε0(z)b = λε0(z) for λ = a + ib ∈ T. This

implies that α(λ, z) = λε0(z)α(1, z). Having in mind that α(1, z) ∈ T, we deduce from (3.5)

and (3.7) that λε0(z)δΦ(λ,z) = aδΦ(1,z) + iε0(z)bδΦ(i,z) for every z ∈ Z. □

For simplicity of notation, we shall write α(1, z) = α(z) for z ∈ Z. By (3.7), we have

(3.8) α(i, z) = iε0(z)α(z) (z ∈ Z).

Our next aim is to show that Φ(i, z) = Φ(1, z) or −Φ(1, z) for each z ∈ Z. In order to

prove it, we define nine maps using projections.

Definition 1.13. Let qX and qY be the projections from Z = X × Y onto X and Y ,

respectively. We define ϕ : T × Z → X and ψ : T × Z → Y by ϕ = qX ◦ Φ and ψ = qY ◦ Φ,

where Φ: T× Z → Z is the surjective continuous map as in Definition 1.11. Then

Φ(ζ) = (ϕ(ζ), ψ(ζ)) (ζ ∈ T× Z).

Since ϕ is the map from T × Z onto X = I2 × M × T, there exist well defined maps

ϕ1, ϕ2 : T× Z → I, ϕ3 : T× Z → M, and ϕ4 : T× Z → T such that
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(3.9) ϕ(ζ) = (ϕ1(ζ), ϕ2(ζ), ϕ3(ζ), ϕ4(ζ)) ∈ X (ζ ∈ T× Z).

Moreover, we can define ψ1, ψ2 : T× Z → I, ψ3 : T× Z → M, and ψ0, ψ4 : T× Z → T by

(3.10) ψ(ζ) = (ψ0(ζ), (ψ1(ζ), ψ2(ζ), ψ3(ζ), ψ4(ζ))) ∈ Y (ζ ∈ T× Z)

because ψ is the map from T× Z onto Y = T×X. For simplicity of notation, we also write

ϕ(ζ) = (ϕj(ζ))1≤j≤4 and ψ(ζ) = (ψk(ζ))0≤k≤4.

If we enter x = ϕ(ζ) and y = ψ(ζ) into (2.6), we get

(3.11) f̃ ⊗ g(Φ(ζ)) = f(ϕ1(ζ))
(
g(ϕ2(ζ)) + g′(ϕ3(ζ))ϕ4(ζ)

)
+ f ′(ψ1(ζ))

(
ψ0(ζ)g(ψ2(ζ)) + g′(ψ3(ζ))ψ4(ζ)

)
.

In particular, we obtain

f̃ ⊗ 1I(Φ(ζ)) = f(ϕ1(ζ)) + f ′(ψ1(ζ))ψ0(ζ),(3.12)

1̃I ⊗ g(Φ(ζ)) = g(ϕ2(ζ)) + g′(ϕ3(ζ))ϕ4(ζ)(3.13)

for f ∈ C1(I), g ∈ Lip(I), and ζ ∈ T× Z.

In the rest of this section, we will investigate the maps ϕ and ψ.

Lemma 1.14. The maps ϕj for j = 1, 2, 3 and ψ1 are independent from the variable λ ∈ T,
that is,

ϕj(λ, z) = ϕj(1, z) and ψ1(λ, z) = ψ1(1, z) (j ∈ {1, 2, 3}, λ ∈ T, z ∈ Z).

Proof. Take an arbitrary z ∈ Z. We shall prove that ϕ1(λ, z) = ϕ1(1, z) for all λ ∈ T.
Suppose that ϕ1(λ0, z) 6∈ {ϕ1(1, z), ϕ1(i, z)} for some λ0 = a0 + ib0 ∈ T with a0, b0 ∈ R. Then
there exists f1 ∈ C1(I) such that

f1(ϕ1(λ0, z)) = 1, f1(ϕ1(1, z)) = f1(ϕ1(i, z)) = 0, and f ′
1(ψ1(µ, z)) = 0 (µ = λ0, 1, i).

By (3.12), we have f̃1 ⊗ 1I(Φ(λ0, z)) = 1 and f̃1 ⊗ 1I(Φ(1, z)) = f̃1 ⊗ 1I(Φ(i, z)) = 0. By

Lemma 1.12, we get λ
ε0(z)
0 δΦ(λ0,z) = a0δΦ(1,z) + iε0(z)b0δΦ(i,z). Evaluating the last equality at

f̃1 ⊗ 1I , we obtain λ
ε0(z)
0 = 0. This contradicts λ0 ∈ T. We thus conclude that ϕ1(λ, z) ∈

{ϕ1(1, z), ϕ1(i, z)} for all λ ∈ T. The function ϕ1(·, z), which maps λ ∈ T to ϕ1(λ, z), is
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continuous on the connected set T. Hence, the image ϕ1(T, z) of T is connected as well.

Because ϕ1(T, z) ⊂ {ϕ1(1, z), ϕ1(i, z)}, we see that ϕ1(T, z) is a one point set, and consequently,

ϕ1(λ, z) = ϕ1(1, z) for all λ ∈ T.
We now prove that ψ1(λ, z) = ψ1(1, z) for all λ ∈ T. If we assume that ψ1(λ, z) 6∈

{ψ1(1, z), ψ1(i, z)} for some λ ∈ T, we can choose f2 ∈ C1(I) such that

f ′
2(ψ1(λ, z)) = 1, f ′

2(ψ1(1, z)) = f ′
2(ψ1(i, z)) = 0, and f2(ϕ1(λ, z)) = 0.

Here, we note that f2(ϕ1(1, z)) = f2(ϕ1(i, z)) = 0, since ϕ1(λ, z) = ϕ1(1, z) = ϕ1(i, z). Applying

Lemma 1.12 with (3.12) to f̃2 ⊗ 1I , we will lead a contradiction by a quite similar argument

as above. Therefore, we conclude that ψ1(T, z) is a connected set, which is contained in

{ψ1(1, z), ψ1(i, z)}. This shows that ψ1(λ, z) = ψ1(1, z) for all λ ∈ T.
If we consider g ∈ Lip(I) with (3.13) instead of f1 ∈ C1(I) with (3.12) in the above

arguments, we can prove that ϕ2(λ, z) = ϕ2(1, z) and ϕ3(λ, z) = ϕ3(1, z) for all λ ∈ T. □

Lemma 1.15. For each λ ∈ T and z ∈ Z, the following identities hold:

ψ2(λ, z) = ψ2(1, z) and ψ3(λ, z) = ψ3(1, z).

Proof. Fix z ∈ Z arbitrarily. We first notice that ϕ1(λ, z) = ϕ1(1, z) and ψ1(λ, z) =

ψ1(1, z) for all λ ∈ T by Lemma 1.14. Choose f1 ∈ C1(I) so that f1(ϕ1(1, z)) = 0 and

f ′
1(ψ1(1, z)) = 1. Equality (3.11) yields

f̃1 ⊗ g(Φ(λ, z)) = ψ0(λ, z)g(ψ2(λ, z)) + g′(ψ3(λ, z))ψ4(λ, z)

for all λ ∈ T and g ∈ Lip(I). Since ψ0(λ, z) ∈ T, we may apply the same argument as in Proof

of Lemma 1.14. Then we obtain ψ2(λ, z) = ψ2(1, z) and ψ3(λ, z) = ψ3(1, z) for all λ ∈ T. □

For simplicity, we will write

ϕj(λ, z) = ϕj(z) and ψj(λ, z) = ψj(z) (j = 1, 2, 3)

for λ ∈ T and z ∈ Z. They are reasonable from Lemmas 1.14 and 1.15.

Next, we show that ϕ4(i, z) = ϕ4(1, z) or ϕ4(i, z) = −ϕ4(1, z) for each z ∈ Z.

Lemma 1.16. There exists a continuous function ε1 : Z → {±1} such that

ϕ4(i, z) = ε0(z)ε1(z)ϕ4(1, z) (z ∈ Z).

Proof. Take arbitrary z0 ∈ Z. We put g1 = idI−ϕ2(z0)1I ∈ Lip(I), and then g1(ϕ2(z0)) =

0 and g′1 = 1I . According to (3.13), we get 1̃I ⊗ g1(Φ(µ, z0)) = ϕ4(µ, z0) for all µ ∈ T. If we
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enter λ = (1 − i)/
√
2 ∈ T in Lemma 1.12, then we obtain

√
2λε0(z0)δΦ(λ,z0) = δΦ(1,z0) −

iε0(z0)δΦ(i,z0). Evaluating the last equality at 1̃I ⊗ g1, we have
√
2λε0(z0)ϕ4(λ, z0) = ϕ4(1, z0)−

iε0(z0)ϕ4(i, z0). We derive from the moduli of the last equality that

√
2 = |ϕ4(1, z0)− iε0(z0)ϕ4(i, z0)| = |1− iε0(z0)ϕ4(i, z0)ϕ4(1, z0)|,

where we have used ϕ4(1, z0) ∈ T. This implies that iε0(z0)ϕ4(i, z0)ϕ4(1, z0) is i or −i, that is,
ε0(z0)ϕ4(i, z0)ϕ4(1, z0) is 1 or −1. We define

Ω1 = {z ∈ Z : ε0(z)ϕ4(i, z)ϕ4(1, z) = 1}.

Then we see that Z \ Ω1 = {z ∈ Z : ε0(z)ϕ4(i, z)ϕ4(1, z) = −1} from the above argument.

Therefore, Ω1 and Z \ Ω1 are both closed subsets of Z by the continuity of ε0 and ϕ4. Hence,

Ω1 is a closed and open subset of Z. Now we define a function ε1 : Z → {±1} by

ε1(z) =

 1 (z ∈ Ω1)

−1 (z ∈ Z \ Ω1).

Since Ω1 is a closed and open set, we observe that ε1 is a continuous function on Z. By the

definition of ε1, we conclude that ϕ4(i, z) = ε0(z)ε1(z)ϕ4(1, z) for all z ∈ Z. □

In the next lemma, we shall prove that a similar result to Lemma 1.16 holds for ψ0 and ψ4.

Lemma 1.17. There exist continuous functions ε2, ε3 : Z → {±1} such that

ψ0(i, z) = ε0(z)ε2(z)ψ0(1, z) and ψ4(i, z) = ε0(z)ε3(z)ψ4(1, z) (z ∈ Z).

Proof. Take z0 ∈ Z arbitrarily, and set f1 = idI − ϕ1(z0)1I ∈ C1(I) and g1 = idI −
ψ2(z0)1I ∈ Lip(I). Then f1(ϕ1(z0)) = g1(ψ2(z0)) = 0 and f ′

1 = g′1 = 1I . According to (3.11)

and (3.12), we have

f̃1 ⊗ 1I(Φ(λ, z0)) = ψ0(λ, z0) and f̃1 ⊗ g1(Φ(λ, z0)) = ψ4(λ, z0)

for all λ ∈ T. By the same argument as in Proof of Lemma 1.16, applied to the last two equal-

ities, there exist continuous functions ε2, ε3 : Z → {±1} such that ψ0(i, z) = ε0(z)ε2(z)ψ0(1, z)

and ψ4(i, z) = ε0(z)ε3(z)ψ4(1, z) for all z ∈ Z. □

20



For simplicity of notation, we shall write ϕ4(1, z) = ϕ4(z), ψ0(1, z) = ψ0(z), and ψ4(1, z) =

ψ4(z) for z ∈ Z. Lemmas 1.16 and 1.17 show that

(3.14) ϕ4(i, z) = ε0(z)ε1(z)ϕ4(z),

ψ0(i, z) = ε0(z)ε2(z)ψ0(z), and ψ4(i, z) = ε0(z)ε3(z)ψ4(z)

for all z ∈ Z.

We are now in a position to determine the form of S. In order to represent S simply, we

introduce some symbols.

Definition 1.18. For each a, b ∈ R and ε ∈ {±1}, we define [a + ib]ε = a + εib. In

particular, [z]1 = z and [z]−1 = z for any z ∈ C. For each F ∈ C1(I,Lip(I)), we define ∆1(F )

and ∆′
1(F ) by

(3.15) ∆1(F )(z) = [α(z)Fϕ1(z)(ϕ2(z))]
ε0(z)

and ∆′
1(F )(z) = [α(z)F ′

ϕ1(z)
(ϕ3(z)) · ϕ4(z)]

ε1(z)

for all z ∈ Z. In the same way, we define ∆2(F ) and ∆′
2(F ) by

(3.16) ∆2(F )(z) = [α(z)ψ0(z)D(F )ψ1(z)(ψ2(z))]
ε2(z)

and ∆′
2(F )(z) = [α(z)D(F )′ψ1(z)

(ψ3(z)) · ψ4(z)]
ε3(z)

for z ∈ Z. In particular, if we enter F = f ⊗ 1I into (3.15) and (3.16) for f ∈ C1(I), then we

derive from (2.5) that

(3.17) ∆1(f ⊗ 1I)(z) = [α(z)f(ϕ1(z))]
ε0(z), ∆′

1(f ⊗ 1I)(z) = 0,

∆′
2(f ⊗ 1I)(z) = 0, and ∆2(f ⊗ 1I)(z) = [α(z)ψ0(z)f

′(ψ1(z))]
ε2(z)

for all z ∈ Z. By the same reasoning, we obtain

(3.18) ∆1(1I ⊗ g)(z) = [α(z)g(ϕ2(z))]
ε0(z), ∆′

1(1I ⊗ g)(z) = [α(z)g′(ϕ3(z)) · ϕ4(z)]
ε1(z),

and ∆2(1I ⊗ g)(z) = ∆′
2(1I ⊗ g)(z) = 0

for g ∈ Lip(I) and z ∈ Z.

First, we show that S(F̃ )(z) can be expressed as the sum of ∂1 and ∂2.
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Lemma 1.19. Let F ∈ C1(I,Lip(I)) and z ∈ Z. Then S(F̃ )(z) is the sum of the followings:

Re
(
α(z)∂1(F )(ϕ(1, z))

)
+ iε0(z)Im

(
α(z)∂1(F )(ϕ(i, z))

)
,(1)

Re
(
α(z)∂2(F )(ψ(1, z))

)
+ iε0(z)Im

(
α(z)∂2(F )(ψ(i, z))

)
.(2)

Proof. Let F ∈ C1(I,Lip(I)) and (λ, z) ∈ T× Z. Then we can write

S(F̃ )(z) = Re(S(F̃ )(z)) + iIm (S(F̃ )(z)) = Re(S(F̃ )(z))− iRe(iS(F̃ )(z)).

On the one hand, we note that

Re
(
λS(F̃ )(z)

)
= Re

(
λδz(S(F̃ ))

)
= Re

(
S∗(λδz)(F̃ )

)
for λ ∈ T by (3.3). Entering the last equality into the above equality, we have

(3.19) S(F̃ )(z) = Re
(
S∗(δz)(F̃ )

)
− iRe

(
S∗(iδz)(F̃ )

)
.

On the other hand, S∗(λδz) = α(λ, z)δΦ(λ,z), by (3.4). Hence,

Re
(
S∗(δz)(F̃ )

)
= Re

(
α(z)F̃ (Φ(1, z))

)
,

where we have used α(1, z) = α(z). Since α(i, z) = iε0(z)α(z) by (3.8), we obtain

Re
(
S∗(iδz)(F̃ )

)
= Re

(
α(i, z)F̃ (Φ(i, z))

)
= −ε0(z)Im

(
α(z)F̃ (Φ(i, z))

)
.

We enter these two equalities into (3.19), and then

(3.20) S(F̃ )(z) = Re
(
α(z)F̃ (Φ(1, z))

)
+ iε0(z)Im

(
α(z)F̃ (Φ(i, z))

)
.

Letting x = ϕ(λ, z) and y = ψ(λ, z) in (2.4), we get

F̃ (Φ(λ, z)) = ∂1(F )(ϕ(λ, z)) + ∂2(F )(ψ(λ, z)).

Substituting the last equality into (3.20), we can rewrite the real part and the imaginary part

of S(F̃ )(z) as

Re
(
α(z)F̃ (Φ(1, z)

)
= Re

(
α(z)∂1(F )(ϕ(1, z))

)
+Re

(
α(z)∂2(F )(ψ(1, z))

)
,

iε0(z)Im
(
α(z)F̃ (Φ(i, z)

)
= iε0(z)

(
Im
(
α(z)∂1(F )(ϕ(i, z))

)
+ Im

(
α(z)∂2(F )(ψ(i, z))

))
.

Adding the last two identities, we can express S(F̃ )(z) as the desired conclusion from (3.20).

□

In the next lemma, we characterize the form of S using the symbols in Definition 1.18.
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Lemma 1.20. For each F ∈ C1(I,Lip(I)), we have

S(F̃ )(z) = ∆1(F )(z) + ∆′
1(F )(z) + ∆2(F )(z) + ∆′

2(F )(z) (z ∈ Z).

Proof. We take F ∈ C1(I,Lip(I)) arbitrarily and let z ∈ Z. Now, we shall prove that

(1) in Lemma 1.19 is written as ∆1(F )(z) + ∆′
1(F )(z). If we apply ϕ(1, z) = (ϕj(z))1≤j≤4 to

(2.2), we get

(3.21) ∂1(F )(ϕ(1, z)) = Fϕ1(z)(ϕ2(z)) + F ′
ϕ1(z)

(ϕ3(z)) · ϕ4(z),

where we have used the notation ϕj(1, z) = ϕj(z) for 1 ≤ j ≤ 4. Since ϕ4(i, z) = ε0(z)ε1(z)ϕ4(z)

by (3.14), we have

ϕ(i, z) = (ϕ1(z), ϕ2(z), ϕ3(z), ε0(z)ε1(z)ϕ4(z)).

Entering the last equality into (2.2), we obtain

(3.22) ∂1(F )(ϕ(i, z)) = Fϕ1(z)(ϕ2(z)) + F ′
ϕ1(z)

(ϕ3(z)) · ε0(z)ε1(z)ϕ4(z).

It follows from (3.21) and (3.22) that (1) is written as

[α(z)Fϕ1(z)(ϕ2(z))]
ε0(z) + [α(z)F ′

ϕ1(z)
(ϕ3(z)) · ϕ4(z)]

ε1(z) = ∆1(F )(z) + ∆′
1(F )(z)

by the definition of ∆1(F ) and ∆′
1(F ).

We next prove that (2) in Lemma 1.19 is written as ∆2(F )(z) + ∆′
2(F )(z) by a similar

argument as above. Applying ψ(1, z) = (ψk(z))0≤k≤4 to (2.3), we get

(3.23) ∂2(F )(ψ(1, z)) = ψ0(z)D(F )ψ1(z)(ψ2(z)) +D(F )′ψ1(z)
(ψ3(z)) · ψ4(z).

Note that ψk(i, z) = ψk(z) for each k with 1 ≤ k ≤ 3, ψ0(i, z) = ε0(z)ε2(z)ψ0(z), and

ψ4(i, z) = ε0(z)ε3(z)ψ4(z) by Lemmas 1.14, 1.15 and 1.17. Equality (2.3) shows that

(3.24) ∂2(F )(ψ(i, z)) = ε0(z)ε2(z)ψ0(z)D(F )ψ1(z)(ψ2(z))

+D(F )′ψ1(z)
(ψ3(z)) · ε0(z)ε3(z)ψ4(z).

We derive from (3.23) and (3.24) that (2) is written as

[α(z)ψ0(z)D(F )ψ1(z)(ψ2(z))]
ε2(z) + [α(z)D(F )′ψ1(z)

(ψ3(z)) · ψ4(z)]
ε3(z)

= ∆2(F )(z) + ∆′
2(F )(z)

by the definition of ∆2(F ) and ∆′
2(F ).

Finally, since S(F̃ )(z) is the sum of (1) and (2) by Lemma 1.19, we see that

S(F̃ )(z) = ∆1(F )(z) + ∆′
1(F )(z) + ∆2(F )(z) + ∆′

2(F )(z).
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The proof is complete. □

We derive from (2.4) and (3.1) that

S(F̃ )(z) = T̃0(F )(z) = ∂1(T0(F ))(x) + ∂2(T0(F ))(y)

for F ∈ C1(I,Lip(I)) and z = (x,y) ∈ Z = X × Y . Combining the above identity with

Lemma 1.20, we obtain

∂1(T0(F ))(x) + ∂2(T0(F ))(y) = T̃0(F )(z)(3.25)

= ∆1(F )(z) + ∆′
1(F )(z) + ∆2(F )(z) + ∆′

2(F )(z)

for any F ∈ C1(I,Lip(I)) and z = (x,y) ∈ Z.

4. The form of T0

We characterize the surjective real linear isometry T0 on C
1(I,Lip(I)) in this section. First,

we investigate the forms of T0(1), T0(1I ⊗ idI), and T0(idI ⊗1I) in order to determine the form

of T0.

For each F ∈ C1(I,Lip(I)), we put G = T0(F ). We derive from (3.25) that

∂1(G)(x) + ∂2(G)(y) = ∆1(F )(z) + ∆′
1(F )(z) + ∆2(F )(z) + ∆′

2(F )(z).

By (2.2) and (2.3), we can rewrite the above equality as

(4.1) Gs(x) +G′
s(m)z + ξD(G)t(y) +D(G)′t(n)w

= T̃0(F )(z) = ∆1(F )(z) + ∆′
1(F )(z) + ∆2(F )(z) + ∆′

2(F )(z)

for any G = T (F ) with F ∈ C1(I,Lip(I)), x = (s, x,m, z) ∈ X, y = (ξ, (t, y, n, w)) ∈ Y , and

z = (x,y). The equality (4.1) is crucial to investigate the form of T0 throughout this section.

The following proposition plays a fundamental role in this section. It is easy to prove it,

and we thus omit it.

Proposition 1.21. Let l ∈ N with l ≥ 2 and aj ∈ C with j = 0, · · · , l. Suppose that∣∣a0 +∑l
j=1 ajzj

∣∣ = 1 for every zj ∈ T. There exists j0 ∈ {0, · · · , l} such that |aj0 | = 1 and

aj = 0 for every j ∈ {0, 1, · · · , l} \ {j0}.

Next, we prove that T0(1) is a constant on I2. Before proving it, we prepare the following

notation.

24



Definition 1.22. Let F ∈ C(I,Lip(I)) and x ∈ I. We define a continuous function F x

on I by F x(s) = F (s, x) for each s ∈ I.

Remark 1.23. Let F ∈ C1(I,Lip(I)). Then D(F ) is an element of C(I,Lip(I)) with

limh→0 ‖(Fs+h−Fs)/h−D(F )s‖L = 0 by Definition 1.3. Because |g(x)| ≤ ‖g‖L for g ∈ Lip(I)

by (2.1), it follows that

lim
h→0

∣∣∣∣F x(s+ h)− F x(s)

h
−D(F )x(s)

∣∣∣∣ = lim
h→0

∣∣∣∣Fs+h(x)− Fs(x)

h
−D(F )s(x)

∣∣∣∣
≤ lim

h→0

∥∥∥∥Fs+h − Fs
h

−D(F )s

∥∥∥∥
L

= 0

for all x, s ∈ I. Hence, (F x)′ = D(F )x and F x ∈ C1(I) for F ∈ C1(I,Lip(I)) and x ∈ I.

The next proposition gives a sufficient condition in order that F ∈ C1(I,Lip(I)) be a

constant on I2.

Proposition 1.24. Suppose that F ∈ C1(I,Lip(I)) satisfies (F x)′ = 0 on I for any x ∈ I

and (Fs1)
′ = 0 on M for some s1 ∈ I. Then F is a constant on I2

Proof. Take arbitrary (s, x) ∈ I2. By assumption, we see that F x and Fs1 are constant

on I. We thus obtain F (s, x) = F x(s) = F x(s1) = F (s1, x) = Fs1(x) = Fs1(0), which shows

that F is a constant on I2. □

Lemma 1.25. Let λ ∈ {1, i} and ε0 : Z → {±1} be the function from Lemma 1.12.

(i) There exists cλ ∈ T such that T0(λ1) = cλ1.

(ii) For all z ∈ Z, c1 = [α(z)]ε0(z). In particular, both α and ε0 are constants with α ∈ T
and ε0 ∈ {±1}.

Proof. Let λ ∈ {1, i} and we put Gλ = T0(λ1) ∈ C1(I,Lip(I)). Because (λ1)′ϕ1(z) =

D(λ1) = 0 by (2.5), it follows from (3.15) and (3.16) that

∆1(λ1)(z) = [α(z)λ]ε0(z) and ∆′
1(λ1)(z) = ∆2(λ1)(z) = ∆′

2(λ1)(z) = 0

for z ∈ Z. Applying (4.1) to G = Gλ, we deduce from the above equalities that

(4.2) (Gλ)s(x) + (Gλ)
′
s(m)z + ξD(Gλ)t(y) +D(Gλ)

′
t(n)w = [α(z)λ]ε0(z)

for every x = (s, x,m, z) ∈ X and y = (ξ, (t, y, n, w)) ∈ Y with z = (x,y) ∈ Z. We note that

[α(z)λ]ε0(z) ∈ T by Definition 1.11.
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We shall prove (i). First, we show that |Gλ| = 1 on I2. Fixing (s, x) ∈ I2, we take (t, y) ∈ I2

and m,n ∈ M arbitrarily. We derive from (4.2) that

|(Gλ)s(x) + (Gλ)
′
s(m)z + ξD(Gλ)t(y) +D(Gλ)

′
t(n)w| = 1

for any z, ξ, w ∈ T. Applying Proposition 1.21 to the last equality, we obtain |(Gλ)s(x)| is 0
or 1. Since (s, x) ∈ I2 is chosen arbitrarily, the image |Gλ|(I2) of I2 is contained in {0, 1}. By
the continuity of Gλ on the connected set I2, we get |Gλ| = 0 on I2 or |Gλ| = 1 on I2. Because

T0 is injective with T0(0) = 0, we obtain Gλ = T0(λ1) 6= 0. Hence,

(4.3) |(Gλ)s(x)| = 1.

Next, we prove that Gλ satisfies the assumptions of Proposition 1.24. We derive from (4.2)

that

|(Gλ)s(x) + (Gλ)
′
s(m)z + ξD(Gλ)t(y) +D(Gλ)

′
t(n)w| = 1

for z, ξ, w ∈ T. If we apply Proposition 1.21 to the last equality, then we obtain (Gλ)
′
s(m) =

D(Gλ)t(y) = 0, because (Gλ)s(x) 6= 0 by (4.3). In particular, D(Gλ)
y(t) = D(Gλ)t(y) = 0.

Since m ∈ M and (t, y) ∈ I2 are arbitrarily chosen, we have (Gλ)
′
s = 0 on M and D(Gλ)

y = 0

on I for all y ∈ I. Having in mind that ((Gλ)
y)′ = D(Gλ)

y by Remark 1.23, we have ((Gλ)
y)′ =

0 on I for any y ∈ I. Therefore, Gλ satisfies the assumptions of Proposition 1.24. We may

apply Proposition 1.24 to get that Gλ is a constant on I2, and hence, there exists cλ ∈ T such

that Gλ = cλ1. We have proved (i).

Now, we shall prove (ii). Because Gλ = cλ1, it follows from (4.2) that

cλ = (Gλ)s(x) = [α(z)λ]ε0(z)

for each x = (s, x,m, z) ∈ X and y = (ξ, (t, y, n, w)) ∈ Y with z = (x,y) ∈ Z, which implies

that c1 = [α(z)]ε0(z) and ci = [α(z)i]ε0(z) for z ∈ Z. Then we get

ci = iε0(z)[α(z)]
ε0(z) = iε0(z)c1

for all z ∈ Z. This shows that ε0 is a constant on Z, and hence ε0 = 1 on Z or ε0 = −1 on Z.

It follows that α(z) = [c1]
ε0(z) for all z ∈ Z, and thus, α is a constant on Z. □

By Lemma 1.25 (ii), we may and do write α(z) = α and ε0(z) = ε0 for z ∈ Z. Since

c1 = [α]ε0 for z ∈ Z, we deduce from (3.17) and (3.18) that
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(4.4) ∆1(f ⊗ 1I)(z) = c1[f(ϕ1(z))]
ε0 , ∆′

1(f ⊗ 1I)(z) = ∆′
2(f ⊗ 1I)(z) = 0,

∆2(f ⊗ 1I)(z) = [αψ0(z)f
′(ψ1(z))]

ε2(z),

(4.5) ∆1(1I ⊗ g)(z) = c1[g(ϕ2(z))]
ε0 , ∆′

1(1I ⊗ g)(z) = [αg′(ϕ3(z)) · ϕ4(z)]
ε1(z),

and ∆2(1I ⊗ g)(z) = ∆′
2(1I ⊗ g)(z) = 0

for f ∈ C1(I) g ∈ Lip(I), and z ∈ Z.

We put

Gf = T0(f ⊗ 1I) and Hg = T0(1I ⊗ g)

for f ∈ C1(I) and g ∈ Lip(I). We note that (4.1) is valid for G = Gf and G = Hg. Entering

(4.4) into (4.1), we obtain

(4.6) (Gf )s(x) + (Gf )
′
s(m)z + ξD(Gf )t(y) +D(Gf )

′
t(n)w

= G̃f (z) = c1[f(ϕ1(z))]
ε0 + [αψ0(z)f

′(ψ1(z))]
ε2(z)

for f ∈ C1(I), x = (s, x,m, z) ∈ X and y = (ξ, (t, y, n, w)) ∈ Y with z = (x,y) ∈ Z.

In the same way, if we substitute (4.5) into (4.1), then

(4.7) (Hg)s(x) + (Hg)
′
s(m)z + ξD(Hg)t(y) +D(Hg)

′
t(n)w

= H̃g(z) = c1[g(ϕ2(z))]
ε0 + [αg′(ϕ3(z)) · ϕ4(z)]

ε1(z)

for g ∈ Lip(I), x = (s, x,m, z) ∈ X and y = (ξ, (t, y, n, w)) ∈ Y with z = (x,y) ∈ Z.

Before we investigate T0(idI ⊗ 1I) and T0(1I ⊗ idI), we shall prove that ϕj and ψj are

invariant with respect to z, ξ, w ∈ T for each j ∈ {1, 2, 3}. The author in present paper refers

to [46, Lemmas 4.1 and 4.2].

Lemma 1.26. Let (s, x), (t, y) ∈ I2 and m,n ∈ M. Set xz = (s, x,m, z) ∈ X, yξ,w =

(ξ, (t, y, n, w)) ∈ Y , and zz,ξ,w = (xz,yξ,w) ∈ Z for each z, ξ, w ∈ T. Then the values ϕ1(zz,ξ,w)

and ϕ2(zz,ξ,w) are independent from z, ξ, w ∈ T.

Proof. Setting w0 = z1,1,1, w1 = z−1,1,1, w2 = z1,−1,1, and w3 = z1,1,−1, we shall prove

that

ϕ1(zz,ξ,w) ∈ {ϕ1(wj) : 0 ≤ j ≤ 3}
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for all z, ξ, w ∈ T. Suppose, on the contrary, that

ϕ1(w) 6∈ {ϕ1(wj) : 0 ≤ j ≤ 3}

for some w = zz,ξ,w with z, ξ, w ∈ T. We can find f ∈ C1(I) such that

f(ϕ1(w)) = 1, f(ϕ1(wj)) = 0, and f ′(ψ1(w)) = f ′(ψ1(wj)) = 0

for j = 0, 1, 2, 3. Set Gf = T0(f ⊗ 1I) ∈ C1(I,Lip(I)). We derive from (4.6) with z = w,wj

that G̃f (w) = c1 and G̃f (wj) = 0 for j = 0, 1, 2, 3. By (4.6), we obtain
0

0

0

0

 =


G̃f (w0)

G̃f (w1)

G̃f (w2)

G̃f (w3)

 =


1 1 1 1

1 −1 1 1

1 1 −1 1

1 1 1 −1




(Gf )s(x)

(Gf )
′
s(m)

D(Gf )t(y)

D(Gf )
′
t(n)

 .

Then we have 0 = G̃f (w0) − G̃f (w1) = 2(Gf )
′
s(m), and hence (Gf )

′
s(m) = 0. By the same

argument, we see that (Gf )s(x) = D(Gf )t(y) = D(Gf )
′
t(n) = 0. Entering these equalities into

(4.6), we get

G̃f (w) = (Gf )s(x) + (Gf )
′
s(m)z + ξD(Gf )t(y) +D(Gf )

′
t(n)w = 0,

and thus, G̃f (w) = 0. This contradicts G̃f (w) = c1 ∈ T. Therefore, we have proved that

ϕ1(zz,ξ,w) ∈ {ϕ1(wj) : 0 ≤ j ≤ 3} for all z, ξ, w ∈ T.
Since ϕ1 is continuous, the image of T3 under the map (z, ξ, w) 7→ ϕ1(zz,ξ,w) is connected.

This implies that ϕ1(zz,ξ,w) = ϕ1(w0) for all z, ξ, w ∈ T, and consequently, the value ϕ1(zz,ξ,w)

is independent from z, ξ, w ∈ T.
The same arguments, applied to 1I ⊗ g for a suitable g ∈ Lip(I) instead of f ⊗ 1I , show

that ϕ2(zz,ξ,w) = ϕ2(w0) for all z, ξ, w ∈ T. □

Lemma 1.27. Let (s, x), (t, y) ∈ I2 and m,n ∈ M. Set xz = (s, x,m, z) ∈ X, yξ,w =

(ξ, (t, y, n, w)) ∈ Y , and zz,ξ,w = (xz,yξ,w) ∈ Z for each z, ξ, w ∈ T. The values ϕ3(zz,ξ,w),

ψ1(zz,ξ,w), ψ2(zz,ξ,w), and ψ3(zz,ξ,w) are independent from z, ξ, w ∈ T.

Proof. The same arguments as in Proof of Lemma 1.26 are applied to show the result.

We thus omit its proof. □

Our next aim is to determine the forms of T0(1I⊗idI) and T0(idI⊗1I). First, we investigate

T0(1I ⊗ idI) in the following seven lemmas. The author refers to [64, p186–p187] for the main

idea.
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Lemma 1.28. Let Hid = c1 T0(1I ⊗ idI) ∈ C1(I,Lip(I)). There exist z1, z2 ∈ Z such that

H̃id(z1) = 2 and H̃id(z2) = −1.

Proof. By Lemma 1.5, ‖H̃id‖∞ = ‖Hid‖Σ. Since T0 is a real linear isometry, we have

‖H̃id‖∞ = ‖c1 T0(1I ⊗ idI)‖Σ = ‖1I ⊗ idI‖Σ = 2, and hence ‖H̃id‖∞ = 2. Then there exists

z1 ∈ Z such that |H̃id(z1)| = 2. Applying (4.7) to Hg = c1Hid = T0(1I ⊗ idI), we obtain

c̃1Hid(z) = c1ϕ2(z) + [α(z)ϕ4(z)]
ε1(z). That is,

(4.8) H̃id(z) = ϕ2(z) + c1[αϕ4(z)]
ε1(z) ∈ I + T

for any z ∈ Z, where we have used ϕ2(z) ∈ I. Thus, we see that H̃id(z1) = 2.

Setting H = T0(1I ⊗ (idI − 1I)), we obtain

‖H̃‖∞ = ‖T0(1I ⊗ (idI − 1I))‖Σ = ‖1I ⊗ (idI − 1I)‖Σ = 2,

that is, ‖H̃‖∞ = 2, because T0 is a norm preserving map. Then there exists z2 ∈ Z such that

|H̃(z2)| = 2. By the real linearity of T0, we get H = T0(1I ⊗ idI)−T0(1I ⊗1I) = c1Hid−T0(1).
Since T0(1) = c11 by Lemma 1.25, we derive from (4.8) that

c1 H̃(z2) = c1

(
c1H̃id(z2)− T̃0(1)(z2)

)
= H̃id(z2)− 1 ∈ [−1, 0] + T.

We deduce from |H̃(z2)| = 2 that c1 H̃(z2) = −2. This implies that

H̃id(z2) = c1 H̃(z2) + 1 = −1.

The proof is complete. □

From Lemmas 1.29 through 1.35, we assume that Hid = c1T0(1I ⊗ idI) as in Lemma 1.28.

Lemma 1.29. We put a = sups∈I ‖(Hid)
′
s‖∞ and b = supt∈I(‖D(Hid)t‖∞ + ‖D(Hid)

′
t‖∞).

Then a+ b ≤ 1.

Proof. By the choice of a and b, there exist s0, t0 ∈ I such that ‖(Hid)
′
s0
‖∞ = a and

‖D(Hid)t0‖∞ + ‖D(Hid)
′
t0
‖∞ = b. By Definition 1.3, we note that (Hid)

′
s0
, D(Hid)

′
t0
∈ C(M)

and D(Hid)t0 ∈ Lip(I). Thus, there exist m0, n0 ∈ M and y0 ∈ I such that |(Hid)
′
s0
(m0)| = a

and |D(Hid)t0(y0)|+ |D(Hid)
′
t0
(n0)| = b. It follows from the last two equalities that

(4.9) |(Hid)
′
s0
(m0)|+ |D(Hid)t0(y0)|+ |D(Hid)

′
t0
(n0)| = a+ b.
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Now we set ε = Im
(
(Hid)s0(1)

)
/
∣∣Im ((Hid)s0(1)

)∣∣ if Im
(
(Hid)s0(1)

)
6= 0, and ε = 1 if

Im
(
(Hid)s0(1)

)
= 0. We can choose z0, ξ0, w0 ∈ T so that

(Hid)
′
s0
(m0)z0 = iε|(Hid)

′
s0
(m0)|, ξ0D(Hid)t0(y0) = iε|D(Hid)t0(y0)|,

and D(Hid)
′
t0
(n0)w0 = iε|D(Hid)

′
t0
(n0)|.

Having in mind that iε(|(Hid)
′
s0
(m0)| + |D(Hid)t0(y0)| + |D(Hid)

′
t0
(n0)|) = iε(a + b) by (4.9),

we deduce from the above equalities that

(4.10) (Hid)
′
s0
(m0)z0 + ξ0D(Hid)t0(y0) +D(Hid)

′
t0
(n0)w0 = iε(a+ b).

We note that (4.7) is valid for Hg = c1Hid = T0(1I ⊗ idI). We derive from (4.7), multiplied by

c1, that

(Hid)s0(1) + (Hid)
′
s0
(m0)z0 + ξ0D(Hid)t0(y0) +D(Hid)

′
t0
(n0)w0

= ϕ2(z0) + c1 [αϕ4(z0)]
ε1(z0)

for x0 = (s0, 1,m0, z0) ∈ X and y0 = (ξ0, (t0, y0, n0, w0)) ∈ Y with z0 = (x0,y0), where we

have used that ϕ2(z0) ∈ I. Entering (4.10) into the above equality, we get

(Hid)s0(1) + iε(a+ b) = ϕ2(z0) + c1 [αϕ4(z0)]
ε1(z0) ∈ I + T.

Having in mind that Im
(
(Hid)s0(1)

)
= ε
∣∣Im ((Hid)s0(1)

)∣∣, we take the imaginary part of the

above equality, and then

ε
∣∣Im ((Hid)s0(1)

)∣∣+ ε(a+ b) = Im
(
c1 [αϕ4(z0)]

ε1(z0)
)
.

Hence, we obtain a+ b ≤
∣∣Im (c1 [αϕ4(z0)]

ε1(z0)
)∣∣ ≤ 1. □

Remark 1.30. Let F ∈ C1(I,Lip(I)) and x0 ∈ I. Because (F x0)′ = D(F )x0 by Re-

mark 1.23, it follows that

‖(F x0)′‖∞ = ‖D(F )x0‖∞ = sup
t∈I

|D(F )(t, x0)| ≤ sup
t∈I

(sup
x∈I

|D(F )(t, x)|) = sup
t∈I

‖D(F )t‖∞,

and hence ‖(F x0)′‖∞ ≤ supt∈I ‖D(F )t‖∞.

Lemma 1.31. Let z1, z2 ∈ Z be from Lemma 1.28 and a, b be from Lemma 1.29. We put

zj = (xj,yj), xj = (sj, xj,mj, zj) ∈ X, and yj = (ξj, (tj, yj, nj, wj)) ∈ Y for j = 1, 2. Then

s1, x1 ∈ {0, 1}, s2 = 1− s1, x2 = 1− x1, and

|(Hid)s1(x1)− (Hid)s2(x2)| = ‖(Hid)s1‖∞ + ‖(Hid
x2)′‖∞ = a+ b = 1.
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Proof. By (2.4) with (2.2) and (2.3), we have

(Hid)sj(xj) + (Hid)
′
sj
(mj)zj + ξjD(Hid)tj(yj) +D(Hid)

′
tj
(nj)wj = H̃id(zj)

for j = 1, 2. Putting dj = (Hid)
′
sj
(mj)zj + ξjD(Hid)tj(yj)+D(Hid)

′
tj
(nj)wj, we derive from the

above equality that

(4.11) (Hid)sj(xj) + dj = H̃id(zj).

Since H̃id(z1) = 2 and H̃id(z2) = −1 by Lemma 1.28, it follows from (4.11) that 3 =

|H̃id(z1)− H̃id(z2)| ≤ |(Hid)s1(x1)− (Hid)s2(x2)|+ |d1|+ |d2|, and hence,

(4.12) 3 ≤ |(Hid)s1(x1)− (Hid)s2(x2)|+ |d1|+ |d2|.

Here, we note that |dj| ≤ |(Hid)
′
sj
(mj)| + |D(Hid)tj(yj)| + |D(Hid)

′
tj
(nj)| ≤ a + b, and thus,

|dj| ≤ a+ b by the choice of a and b. Having in mind that a+ b ≤ 1 by Lemma 1.29, it follows

that

(4.13) |dj| ≤ 1 (j = 1, 2).

We deduce from (4.12) that 3 ≤ |(Hid)s1(x1)− (Hid)s2(x2)|+ 2, that is,

(4.14) 1 ≤ |(Hid)s1(x1)− (Hid)s2(x2)|.

On the other hand, by the mean value theorem, we get

|(Hid)s1(x1)− (Hid)s2(x2)| ≤ |(Hid)s1(x1)− (Hid)s1(x2)|+ |(Hid)s1(x2)− (Hid)s2(x2)|

≤ ‖(Hid)
′
s1
‖∞ |x1 − x2|+ ‖(Hid

x2)′‖∞ |s1 − s2|

≤ ‖(Hid)
′
s1
‖∞ + ‖(Hid

x2)′‖∞,

where we have used that s1, s2, x1, x2 ∈ I. Hence,

|(Hid)s1(x1)− (Hid)s2(x2)| ≤ ‖(Hid)
′
s1
‖∞ |x1 − x2|+ ‖(Hid

x2)′‖∞ |s1 − s2|(4.15)

≤ ‖(Hid)
′
s1
‖∞ + ‖(Hid

x2)′‖∞.

Here, we note that ‖(Hid)
′
s1
‖∞ ≤ a and ‖(Hid

x2)′‖∞ ≤ supt∈I ‖D(Hid)t‖∞ ≤ b by the choice of

a and b with Remark 1.30. That is, ‖(Hid)
′
s1
‖∞ + ‖(Hid

x2)′‖∞ ≤ a + b. Having in mind that

a+ b ≤ 1 by Lemma 1.29, we derive from (4.14) and (4.15) that

|(Hid)s1(x1)− (Hid)s2(x2)| = ‖(Hid)
′
s1
‖∞ |x1 − x2|+ ‖(Hid

x2)′‖∞ |s1 − s2|

= ‖(Hid)
′
s1
‖∞ + ‖(Hid

x2)′‖∞ = a+ b = 1,
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and hence, |(Hid)s1(x1)−(Hid)s2(x2)| = ‖(Hid)
′
s1
‖∞+‖(Hid

x2)′‖∞ = a+b = 1. Because sj, xj ∈
I for j = 1, 2, the identity ‖(Hid)

′
s1
‖∞ |x1−x2|+‖(Hid

x2)′‖∞ |s1−s2| = ‖(Hid)
′
s1
‖∞+‖(Hid

x2)′‖∞
shows that |s1 − s2| = |x1 − x2| = 1. This implies that s1, x1 ∈ {0, 1} and s2 = 1 − s1,

x2 = 1− x1. □

Lemma 1.32. Let sj, xj ∈ I be from Lemma 1.31 for j = 1, 2. Then (Hid)s1(x1) = 1 and

(Hid)s2(x2) = 0.

Proof. First, we show that (Hid)s1(x1) = 1. Having in mind that (Hid
x2)′ = D(Hid)

x2 by

Remark 1.23, we deduce from Lemma 1.31 that

‖(Hid)
′
s1
‖∞ + ‖D(Hid)

x2‖∞ = ‖(Hid)
′
s1
‖∞ + ‖(Hid

x2)′‖∞ = 1.

Because (Hid)
′
s1

∈ C(M) and D(Hid)
x2 ∈ C(I), there exist m1 ∈ M and t1 ∈ I such that

|(Hid)
′
s1
(m1)| = ‖(Hid)

′
s1
‖∞ and |D(Hid)

x2(t1)| = ‖D(Hid)
x2‖∞. We derive from the above

equalities that

(4.16) |(Hid)
′
s1
(m1)|+ |D(Hid)

x2(t1)| = 1.

By (2.1), we obtain

|(Hid)s1(x1)|+ |(Hid)
′
s1
(m1)| ≤ ‖(Hid)s1‖L and

|D(Hid)
x2(t1)| = |D(Hid)t1(x2)| ≤ ‖D(Hid)t1‖L.

We deduce from the above inequalities that

|(Hid)s1(x1)|+ |(Hid)
′
s1
(m1)|+ |D(Hid)

x2(t1)| ≤ ‖(Hid)s1‖L + ‖D(Hid)t1‖L.

Combining (4.16) with the last inequality, we have

|(Hid)s1(x1)|+ 1 ≤ ‖(Hid)s1‖L + ‖D(Hid)t1‖L.

By the definition of ‖ · ‖Σ, we get ‖(Hid)s1‖L + ‖D(Hid)t1‖L ≤ ‖Hid‖Σ. It follows from the

above inequality that |(Hid)s1(x1)|+1 ≤ ‖Hid‖Σ. Because T0 is a real linear isometry, we have

‖Hid‖Σ = ‖c1T0(1I ⊗ idI)‖Σ = ‖1I ⊗ idI‖Σ = 2. This shows |(Hid)s1(x1)| + 1 ≤ 2, and hence,

|(Hid)s1(x1)| ≤ 1.

Let zj ∈ Z be from Lemma 1.28 and dj be as in the proof of Lemma 1.31 for j = 1, 2. Since

H̃id(z1) = 2 by Lemma 1.28, it follows from (4.11) that (Hid)s1(x1)+ d1 = 2. This implies that

|(Hid)s1(x1)− 2| ≤ 1 by (4.13). We infer from |(Hid)s1(x1)| ≤ 1 and |(Hid)s1(x1)− 2| ≤ 1 that

(Hid)s1(x1) = 1.
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Next, we prove that (Hid)s2(x2) = 0. Because H̃id(z2) = −1, we derive from (4.11) and

(4.13) that |(Hid)s2(x2) + 1| ≤ 1. By Lemma 1.31 with (Hid)s1(x1) = 1, we obtain

|(Hid)s2(x2)− 1| = |(Hid)s2(x2)− (Hid)s1(x1)| = 1,

and thus |(Hid)s2(x2)− 1| = 1. It follows from |(Hid)s2(x2) + 1| ≤ 1 that (Hid)s2(x2) = 0. □

Lemma 1.33. Let s2, x2 ∈ I be from Lemma 1.31. For any s, x ∈ I,

(Hid)s(x) = a|x2 − x|+ b|s2 − s|.

Proof. Take s, x ∈ I arbitrarily. Because (Hid)s(x) = (Hid)
x(s), we obtain

|(Hid)s(x)− (Hid)sj(xj)| ≤ |(Hid)s(x)− (Hid)s(xj)|+ |(Hid)s(xj)− (Hid)sj(xj)|

≤ ‖(Hid)
′
s‖∞ |xj − x|+ ‖(Hid

xj)′‖∞ |sj − s|

by the mean value theorem, and hence,

|(Hid)s(x)− (Hid)sj(xj)| ≤ ‖(Hid)
′
s‖∞ |xj − x|+ ‖(Hid

xj)′‖∞ |sj − s|.

We get ‖(Hid)
′
s‖∞ ≤ a and ‖(Hid

xj)′‖∞ ≤ supt∈I ‖D(Hid)t‖∞ ≤ b by the choice of a and b with

Remark 1.30. We derive from the above inequalities that

|(Hid)s(x)− (Hid)sj(xj)| ≤ a|xj − x|+ b|sj − s|

for j = 1, 2. By Lemma 1.32, we get (Hid)s1(x1) = 1 and (Hid)s2(x2) = 0. Letting j = 1, 2 in

the above inequality, we have the following identities:

|(Hid)s(x)− 1| ≤ a|x1 − x|+ b|s1 − s|,(4.17)

|(Hid)s(x)| ≤ a|x2 − x|+ b|s2 − s|.(4.18)

We put r = a|x2 − x|+ b|s2 − s|, and then |(Hid)s(x)| ≤ r by (4.18). Because x1 ∈ {0, 1} and

x2 = 1 − x1 by Lemma 1.31, it follows that |x1 − x| + |x2 − x| = 1. By the same reasoning,

|s1 − s|+ |s2 − s| = 1. Adding the right sides of (4.17) and (4.18), we get

(a|x1 − x|+ b|s1 − s|) + r = a(|x1 − x|+ |x2 − x|) + b(|s1 − s|+ |s2 − s|) = a+ b,

and then (a|x1 − x| + b|s1 − s|) + r = a + b. We note that a + b = 1 by Lemma 1.31. Hence,

we obtain a|x1 − x|+ b|s1 − s| = 1− r. We infer from (4.17) that |(Hid)s(x)− 1| ≤ 1− r. We

deduce from |(Hid)s(x)| ≤ r that (Hid)s(x) = r = a|x2 − x|+ b|s2 − s|. □

Lemma 1.34. There exists τ2 ∈ {idI , 1I − idI} such that Hid = 1I ⊗ τ2 or Hid = τ2 ⊗ 1I .
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Proof. Let s2, x2 ∈ {0, 1} be from Lemma 1.31. By Lemma 1.33, we obtain

(4.19) (Hid)s(x) = a|x2 − x|+ b|s2 − s|

for any s, x ∈ I. Because x2 ∈ {0, 1}, there exists δ1 ∈ {±1} such that

(4.20) (Hid)
′
s(m) = δ1a (s ∈ I,m ∈ M).

By Definition 1.3, we see that

(4.21) D(Hid)t(y) = δ2b (t, y ∈ I)

for some δ2 ∈ {±1}. This shows that D(Hid)
′
t = 0 on M for any t ∈ I. Let m ∈ M and

set xz = (s2, x2,m, δ1z) ∈ X, yξ = (δ2ξ, (s2, x2,m, 1)) ∈ Y , and zz,ξ = (xz,yξ) ∈ Z for each

z, ξ ∈ T. Applying (4.7) to Hg = T0(1I ⊗ idI) = c1Hid, we get

(4.22) (c1Hid)s2(x2) + (c1Hid)
′
s2
(m)δ1z + δ2ξD(c1Hid)s2(x2) +D(c1Hid)

′
s2
(m)

= c1ϕ2(zz,ξ) + [αϕ4(zz,ξ)]
ε1(zz,ξ).

Note that (Hid)s2(x2) = 0 by (4.19) and D(Hid)
′
s2
(m) = 0. Substituting (4.20) and (4.21) into

(4.22), we obtain

(4.23) c1az + ξc1b = c1ϕ2(zz,ξ) + [αϕ4(zz,ξ)]
ε1(zz,ξ)

for any z, ξ ∈ T. We shall write zi,i = z(i) in short. Letting z = ξ = i in (4.23), we obtain

i = ϕ2(z(i)) + c1 [αϕ4(z(i))]
ε1(z(i)) ∈ I + T,

since a + b = 1 by Lemma 1.31. If we take the imaginary part of the above equality, we

get 1 = Im (c1 [αϕ4(z(i))]
ε1(z(i))). Consequently c1[αϕ4(z(i))]

ε1(z(i)) = i, and then ϕ2(z(i)) = 0.

Because ϕ2(zz,ξ) = ϕ2(z(i)) = 0 by Lemma 1.26, we derive from (4.23) that

c1(az + bξ) = [αϕ4(zz,ξ)]
ε1(zz,ξ),

which shows that |az+bξ| = 1 for all z, ξ ∈ T. We conclude that a = 0 or b = 0 by Proposition

1.21.

It follows from a + b = 1 that (Hid)s(x) = |s2 − s| or (Hid)s(x) = |x2 − x| by (4.19).

If (Hid)s(x) = |s2 − s|, we obtain (Hid)s(x) = (τ2 ⊗ 1I)s(x) for some τ2 ∈ {idI , 1I − idI}
because s2 ∈ {0, 1}. By the same reasoning, there exists τ2 ∈ {idI , 1I − idI} such that

(Hid)s(x) = (1I ⊗ τ2)s(x) provided that (Hid)s(x) = |x2 − x|. □
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Next, we determine the form of T0(1I ⊗ idI). Note that τ2 in Lemma 1.34 satisfies that

τ ′2 = 1I or −1I , since τ2 ∈ {idI , 1I − idI}.

Lemma 1.35. There exists τ2 ∈ {idI , 1I − idI} such that Hid = 1I ⊗ τ2.

Proof. Let (s, x), (t, y) ∈ I2 and m,n ∈ M, and set xz = (s, x,m, z) ∈ X, yξ,w =

(ξ, (t, y, n, w)) ∈ Y , and zz,ξ,w = (xz,yξ,w) ∈ Z for each z, ξ, w ∈ T. By Lemma 1.34, there

exists τ2 ∈ {idI , 1I − idI} such that Hid = 1I ⊗ τ2 or Hid = τ2 ⊗ 1I . Arguing by contradiction,

we suppose that Hid = τ2 ⊗ 1I , and then, (c1Hid)s(x) = c1τ2(s). It follows from (2.5) that

(c1Hid)
′
s(m) = D(c1Hid)

′
t(n) = 0 and D(c1Hid)t(y) = c1τ

′
2(t).

Since (4.7) is valid for c1Hid = T0(1I ⊗ idI), we get

(4.24) c1τ2(s) + ξc1τ
′
2(t) = c1ϕ2(zz,ξ,w) + [αϕ4(zz,ξ,w)]

ε1(zz,ξ,w)

for all z, ξ, w ∈ T. Noting that τ ′2 = 1I or −1I , we set ξ = τ ′2(t)i and z = w = i in the last

equality. Then we obtain

τ2(s) + i = ϕ2(zi,τ ′2(t)i,i) + c1 [αϕ4(zi,τ ′2(t)i,i)]
ε1(zi,τ ′2(t)i,i

) ∈ I + T.

Taking the imaginary part of the last equality, we get 1 = Im
(
c1 [αϕ4(zi,τ ′2(t)i,i)]

ε1(zi,τ ′2(t)i,i
))
,

where we have used τ2(s) ∈ I. Consequently, we have i = c1 [αϕ4(zi,τ ′2(t)i,i)]
ε1(zi,τ ′2(t)i,i

)
. We

deduce from the above equality that τ2(s) = ϕ2(zi,τ ′2(t)i,i) = ϕ2(zz,ξ,w) for any z, ξ, w ∈ T by

Lemma 1.26. It follows from (4.24) that

(4.25) τ2(s) = ϕ2(zz,ξ,w) and ξc1τ
′
2(t) = [αϕ4(zz,ξ,w)]

ε1(zz,ξ,w)

for all z, ξ, w ∈ T.
Take a real valued function g0 ∈ Lip(I) \C1(I), and set Hg0 = T0(1I ⊗ g0). Having in mind

that g0 is a real valued function, it follows from (4.7) and (4.25) that

(Hg0)s(x) + (Hg0)
′
s(m)z + ξD(Hg0)t(y) +D(Hg0)

′
t(n)w = c1g0(τ2(s)) + c1ξτ

′
2(t)g

′
0(ϕ3(zz,ξ,w))

for every z, ξ, w ∈ T. Here, we note that ϕ3(zz,ξ,w) is independent from z, ξ, w ∈ T by Lemma

1.27. Since z, ξ, w ∈ T are arbitrarily chosen, we get (Hg0)s(x) = c1g0(τ2(s)). This shows that

g0(s) = g0(τ2(τ2(s))) = c1 (Hg0)
x(τ2(s)). Because τ2 ∈ {idI , 1I − idI}, we see that g0 ∈ C1(I)

by Remark 1.23. This contradicts the choice of g0 ∈ Lip(I) \ C1(I). Hence, we must have

c1 T0(1I ⊗ idI) = Hid = 1I ⊗ τ2. □

Lemma 1.36. There exists τ1 ∈ {idI , 1I − idI} such that c1 T0(idI ⊗ 1I) = τ1 ⊗ 1I .
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Proof. The same arguments in Lemmas from 1.28 to 1.34, applied to c1 T0(idI⊗1I), there

exists τ1 ∈ {idI , 1I−idI} such that c1 T0(idI⊗1I) = τ1⊗1I or c1 T0(idI⊗1I) = 1I⊗τ1. Suppose
that c1 T0(idI ⊗ 1I) = 1I ⊗ τ1. By Lemma 1.35, c1 T0(1I ⊗ idI) = Hid = 1I ⊗ τ2. Since T0 is

injective, we have 1I ⊗ τ1 6= 1I ⊗ τ2, that is, τ1 6= τ2. Having in mind that τj ∈ {idI , 1I − idI}
for j = 1, 2, we conclude that τ1 = 1I − τ2. Since T0(1) = c11 by Lemma 1.25, we derive from

the real linearity of T0 that

c1 T0(idI ⊗ 1I) = 1I ⊗ τ1 = 1I ⊗ (1I − τ2) = 1− (1I ⊗ τ2)

= c1 T0(1)− c1 T0(1I ⊗ idI) = c1 T0(1− (1I ⊗ idI)),

and thus, c1 T0(idI ⊗ 1I) = c1 T0(1− (1I ⊗ idI)). We see that idI ⊗ 1I = 1− (1I ⊗ idI) because

T0 is injective. Evaluating the last identity at (0, 0), we get

0 = (idI ⊗ 1I)(0, 0) = (1− (1I ⊗ idI))(0, 0) = 1.

This is a contradiction. Therefore, we conclude that c1 T0(idI ⊗ 1I) = τ1 ⊗ 1I . □

From Lemmas 1.35 and 1.36, we can determine the forms of four maps ϕ1, ϕ2, ϕ4, and ψ0.

Lemma 1.37. Let x = (s, x,m, z) ∈ X, y = (ξ, (t, y, n, w)) ∈ Y , and z = (x,y) ∈ Z. Then

the following identities hold:

ϕ1(z) = τ1(s), ϕ2(z) = τ2(x) and

[αϕ4(z)]
ε1(z) = c1τ

′
2(m)z, [αψ0(z)]

ε2(z) = ξc1τ
′
1(t).

Proof. Set Hid = c1 T0(1I ⊗ idI). By Lemma 1.35, there exists τ2 ∈ {idI , 1I − idI} such

that Hid = 1I ⊗ τ2. Applying (4.7) to Hg = c1Hid = T0(1I ⊗ idI), we get

(4.26) (c1Hid)s(x) + (c1Hid)
′
s(m)z + ξD(c1Hid)t(y) +D(c1Hid)

′
t(n)w

= c1ϕ2(z) + [αϕ4(z)]
ε1(z).

We note thatHid = 1I⊗τ2, and then (c1Hid)s = c1τ2. We deduce from (2.5) that (c1Hid)
′
s = c1τ

′
2

and D(c1Hid)t = D(c1Hid)
′
t = 0. Entering these four identities into (4.26), we get

τ2(x) + τ ′2(m)z = ϕ2(z) + c1 [αϕ4(z)]
ε1(z).

By the same argument as in Proof of Lemma 1.35, we have τ2(x) = ϕ2(z) and τ ′2(m)z =

c1 [αϕ4(z)]
ε1(z).

Applying the same argument to c1 T0(idI⊗1I) with Lemma 1.36, we see that τ1(s) = ϕ1(z)

and [αψ0(z)]
ε2(z) = ξc1τ

′
1(t). □
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Our next purpose is to determine the form of ψ4. In order to prove it, we prepare two

lemmas. First, we characterize T0(f ⊗ 1I) for f ∈ C1(I).

Lemma 1.38. Let f ∈ C1(I). For any s, x ∈ I, T0(f ⊗ 1I)s(x) = c1[f(τ1(s))]
ε0 .

Proof. Let f ∈ C1(I) and we take (s, x), (t, y) ∈ I2 and m,n ∈ M arbitrarily. Set

xz = (s, x,m, z) ∈ X, yξ,w = (ξ, (t, y, n, w)) ∈ Y , and zz,ξ,w = (xz,yξ,w) ∈ Z for each

z, ξ, w ∈ T. We put Gf = T0(f ⊗ 1I). We note that ϕ1(z) = τ1(s) and [αψ0(z)]
ε2(z) = ξc1τ

′
1(t)

by Lemma 1.37. Applying (4.6) to Gf = T0(f ⊗ 1I), we derive from these two equalities that

(4.27) (Gf )s(x) + (Gf )
′
s(m)z + ξD(Gf )t(y) +D(Gf )

′
t(n)w

= c1[f(τ1(s))]
ε0 + ξc1τ

′
1(t)[f

′(ψ1(zz,ξ,w))]
ε2(zz,ξ,w)

for any z, ξ, w ∈ T. Because ε2 : Z → {±1} is a continuous function, the image of T3 under

the map (z, ξ, w) 7→ ε2(zz,ξ,w) is connected. This implies that ε2(zz,ξ,w) = ε2(z1,1,1) for all

z, ξ, w ∈ T. Also, ψ1(zz,ξ,w) = ψ1(z1,1,1) by Lemma 1.27. Since z, ξ, w ∈ T are arbitrary, we

conclude that T0(f ⊗ 1I)s(x) = (Gf )s(x) = c1[f(τ1(s))]
ε0 . □

Next, we give a sufficient condition for F ∈ C1(I,Lip(I)) in order that F = f ⊗1I for some

f ∈ C1(I) in the next lemma.

Lemma 1.39. Let F ∈ C1(I,Lip(I)). Suppose that D(F )′t(n) = 0 for all t ∈ I and n ∈ M
and that F ′

s1
= 0 on M for some s1 ∈ I. Then there exists f ∈ C1(I) such that F = f ⊗ 1I .

Proof. We define f0(t) = D(F )t(0) for each t ∈ I, and then f0 ∈ C(I). By assumption,

we see that D(F )t is a constant on I for every t ∈ I. It follows that

D(F )t(y) = D(F )t(0) = f0(t) = (f0 ⊗ 1I)t(y)

for any t, y ∈ I, that is, D(F ) = f0 ⊗ 1I . We define f1 : I → C by f1(s) =
∫ s
0
f0(u)du for each

s ∈ I, then f1 ∈ C1(I) with f ′
1 = f0. Setting G = F − (f1 ⊗ 1I), we show that G satisfies the

assumptions of Proposition 1.24.

We take x ∈ I arbitrarily. Then

(Gx)′ = (F x)′ − ((f1 ⊗ 1I)
x)′.

Since (F x)′ = D(F )x by Remark 1.23, we have (F x)′ = D(F )x = (f0 ⊗ 1I)
x = f0, and thus,

(F x)′ = f0. Having in mind that ((f1 ⊗ 1I)
x)′ = f ′

1 = f0, we deduce from the above equality

that (Gx)′ = 0. Since x ∈ I is arbitrary, it follows that (Gx)′ = 0 for any x ∈ I. Because
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F ′
s1

= 0 on M by assumption, we get (F − f1 ⊗ 1I)
′
s1

= F ′
s1

− f1(s)1
′
I = 0, which shows

that (Gs1)
′ = 0 on M for some s1 ∈ I. We have proved that G satisfies the assumptions

of Proposition 1.24. Hence, F − (f1 ⊗ 1I) = G = cf1(1I ⊗ 1I) for some cf1 ∈ C. Putting

f = f1 + cf11I , we get F = f1 ⊗ 1I + cf1(1I ⊗ 1I) = f ⊗ 1I , and hence, F = f ⊗ 1I . □

Let F ∈ C1(I,Lip(I)) and x = (s, x,m, z) ∈ X, y = (ξ, (t, y, n, w)) ∈ Y with z =

(x,y) ∈ Z. Since [α]ε0(z) = c1, ϕ1(z) = τ1(s), ϕ2(z) = τ2(x), and [αϕ4(z)]
ε1(z) = c1τ

′
2(m)z by

Lemmas 1.25 and 1.37, we derive from (3.15) that

(4.28) ∆1(F )(z) = c1[Fτ1(s)(τ2(x))]
ε0 , ∆′

1(F )(z) = c1τ
′
2(m)[F ′

τ1(s)
(ϕ3(z))]

ε1(z)z.

In the same way, we deduce from (3.16) that

(4.29) ∆2(F )(z) = ξc1τ
′
1(t)[D(F )ψ1(z)(ψ2(z))]

ε2(z),

∆′
2(F )(z) = [αD(F )′ψ1(z)

(ψ3(z)) · ψ4(z)]
ε3(z),

because [α(z)ψ0(z)]
ε2(z) = ξc1τ

′
1(t) by Lemma 1.37.

From the previous two lemmas, we can determine the form of T0(idI ⊗ idI).

Lemma 1.40. For any s, x ∈ I, we have T0(idI ⊗ idI)s(x) = c1(τ1 ⊗ τ2)s(x).

Proof. Fix arbitrary s ∈ I, and set F = (idI−τ1(s)1I)⊗idI andG = T0(F ). We first prove

that Gs = 0 on I. We take t, x, y ∈ I and m,n ∈ M arbitrarily. We put xz = (s, x,m, z) ∈ X,

yξ,w = (ξ, (t, y, n, w)) ∈ Y , and zz,ξ,w = (xz,yξ,w) ∈ Z for each z, ξ, w ∈ T. We note that

F ′
τ1(s)

= 0, D(F ) = 1I ⊗ idI , and D(F )′ψ1(zz,ξ,w) = 1I by (2.5). We deduce from (4.28) and

(4.29) that

∆1(F )(zz,ξ,w) = ∆′
1(F )(zz,ξ,w) = 0, ∆2(F )(zz,ξ,w) = ξc1τ

′
1(t)ψ2(zz,ξ,w),

and ∆′
2(F )(zz,ξ,w) = [αψ4(zz,ξ,w)]

ε3(zz,ξ,w),

where we have used ψ2(zz,ξ,w) ∈ I. It follows from the above four equalities that

∆1(F )(zz,ξ,w) + ∆1(F )
′(zz,ξ,w) + ∆2(F )(zz,ξ,w) + ∆2(F )

′(zz,ξ,w)

= ξc1τ
′
1(t)ψ2(zz,ξ,w) + [αψ4(zz,ξ,w)]

ε3(zz,ξ,w).

Applying (4.1) to G = T0(F ), we infer from the above equality that

Gs(x) + G′
s(m)z + ξD(G)t(y) + D(G)′t(n)w = ξc1τ

′
1(t)ψ2(zz,ξ,w) + [αψ4(zz,ξ,w)]

ε3(zz,ξ,w).
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Suppose that Gs(x0) 6= 0 for some x0 ∈ I. We deduce from the last equality that

|Gs(x0) +G′
s(m)z + ξ

(
D(G)t(y)− c1τ

′
1(t)ψ2(zz,ξ,w)

)
+D(G)′t(n)w| = 1

for any z, ξ, w ∈ T. Applying Proposition 1.21 to the last equality, we conclude that G′
s(m) =

D(G)′t(n) = 0, because Gs(x0) 6= 0. Since m,n ∈ M and t ∈ I are arbitrarily chosen, we

see that G satisfies the assumptions of Lemma 1.39. Hence, there exists f1 ∈ C1(I) such that

G = f1 ⊗ 1I . We define f2(t) = [c1f1(τ1(t))]
ε0 for each t ∈ I and then f2 ∈ C1(I), because

τ1 ∈ {idI , 1I − idI}. Having in mind that τ1(τ1(t)) = t for t ∈ I, it follows from Lemma 1.38

and G = f1 ⊗ 1I that

T0(f2 ⊗ 1I)t(y) = c1[f2(τ1(t))]
ε0 = f1(t) = (f1 ⊗ 1I)t(y) = Gt(y)

for all t, y ∈ I, that is, T0(f2 ⊗ 1I) = G. Note that G = T0(F ). Since T0 is injective, we have

f2 ⊗ 1I = F . By the choice of F , we see that f2 is a nonzero function. Thus we can choose

s0 ∈ I satisfying f2(s0) 6= 0. Then we obtain

0 6= f2(s0) = (f2 ⊗ 1I)(s0, 0) = F (s0, 0) = 0,

which is impossible. Hence, we must have Gs = 0 on I.

By the real linearity of T0, we get

T0(F )s = T0((idI − τ1(s)1I)⊗ idI)s = T0(idI ⊗ idI)s − τ1(s)T0(1I ⊗ idI)s,

and hence,

T0(F )s = T0(idI ⊗ idI)s − τ1(s)T0(1I ⊗ idI)s.

Since T0(1I⊗ idI) = c1(1I⊗τ2) for some τ2 ∈ {idI , 1I− idI} by Lemma 1.35, we derive from the

above equality that T0(F )s = T0(idI ⊗ idI)s− c1τ1(s)τ2. Having in mind that T0(F )s = Gs = 0

on I, we obtain

T0(idI ⊗ idI)s − c1τ1(s)τ2 = 0.

Because s ∈ I is chosen arbitrarily, we conclude that T0(idI ⊗ idI)s(x) = c1(τ1 ⊗ τ2)s(x) for

any s, x ∈ I. □

In the next lemma, we determine the form of ψ4. Note that τ1 in Lemma 1.36 satisfies that

τ ′1 = 1I or −1I , since τ1 ∈ {idI , 1I − idI}.

Lemma 1.41. Let x = (s, x,m, z) ∈ X, y = (ξ, (t, y, n, w)) ∈ Y , and z = (x,y) ∈ Z. Then

the following identity holds:

[αψ4(z)]
ε3(z) = c1τ

′
1(t)τ

′
2(n)w.
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Proof. We put F = idI ⊗ idI and G = T0(F ). Because G = c1(τ1 ⊗ τ2) by Lemma 1.40,

we infer from (2.5) that

Gs(x) = c1τ1(s)τ2(x), G′
s(m) = c1τ1(s)τ

′
2(m) and(4.30)

D(G)t(y) = c1τ
′
1(t)τ2(y), D(G)′t(n) = c1τ

′
1(t)τ

′
2(n).(4.31)

We note that τj ∈ {idI , 1I − idI} and τ ′j ∈ {1I ,−1I} for j = 1, 2. Entering F = idI ⊗ idI into

(4.28) and (4.29), we deduce from (2.5) that

∆1(F )(z) = c1τ1(s)τ2(x), ∆′
1(F )(z) = c1τ1(s)τ

′
2(m)z and(4.32)

∆2(F )(z) = ξc1τ
′
1(t)ψ2(z), ∆′

2(F )(z) = [αψ4(z)]
ε3(z),(4.33)

where we have used ψ2(z) ∈ I. By (4.30) and (4.32), we notice that Gs(x) = ∆1(F )(z) and

G′
s(m)z = ∆′

1(F )(z). Substituting equalities from (4.30) through (4.33) into (4.1), we get

ξc1τ
′
1(t)τ2(y) + c1τ

′
1(t)τ

′
2(n)w = ξc1τ

′
1(t)ψ2(z) + [αψ4(z)]

ε3(z),

which implies that τ2(y) + ξτ ′2(n)w = ψ2(z) + ξc1τ
′
1(t)[αψ4(z)]

ε3(z). The argument in Proof

of Lemma 1.35 yields τ2(y) = ψ2(z) and ξτ ′2(n)w = ξc1τ
′
1(t)[αψ4(z)]

ε3(z). This implies that

c1τ
′
1(t)τ

′
2(n)w = [αψ4(z)]

ε3(z). □

We are now in a position to prove Main theorem.

Proof of Main Theorem. Let F ∈ C1(I,Lip(I)) and we put G = T0(F ). We take

(s, x), (t, y) ∈ I2 and m,n ∈ M arbitrarily. For each z, ξ, w ∈ Z, we set xz = (s, x,m, z) ∈
X, yξ,w = (ξ, (t, y, n, w)) ∈ Y , and zz,ξ,w = (xz,yξ,w) ∈ Z. By Lemma 1.41, we have

[αψ4(zz,ξ,w)]
ε3(zz,ξ,w) = c1τ

′
1(t)τ

′
2(n)w. It follows from (4.29) that

(4.34) ∆2(F )(zz,ξ,w) = ξc1τ
′
1(t)[D(F )ψ1(zz,ξ,w)(ψ2(zz,ξ,w))]

ε2(zz,ξ,w) and

∆′
2(F )(zz,ξ,w) = c1τ

′
1(t)τ

′
2(n)[D(F )′ψ1(zz,ξ,w)(ψ3(zz,ξ,w))]

ε3(zz,ξ,w)w.

Applying (4.1) to G = T0(F ), we derive from (4.28) and (4.34) that

(4.35) Gs(x) +G′
s(m)z + ξD(G)t(y) +D(G)′t(n)w

= c1[Fτ1(s)(τ2(x))]
ε0 + c1τ

′
2(m)[F ′

τ1(s)
(ϕ3(zz,ξ,w))]

ε1(zz,ξ,w)z

+ ξc1τ
′
1(t)[D(F )ψ1(zz,ξ,w)(ψ2(zz,ξ,w))]

ε2(zz,ξ,w)

+ c1τ
′
1(t)τ

′
2(n)[D(F )′ψ1(zz,ξ,w)(ψ3(zz,ξ,w))]

ε3(zz,ξ,w)w
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for any z, ξ, w ∈ T. For each j ∈ {1, 2, 3}, εj : Z → {±1} is a continuous function, and thus

the image of T3 under the map (z, ξ, w) 7→ εj(zz,ξ,w) is connected. This implies that the value

εj(zz,ξ,w) is invariant with respect to z, ξ, w ∈ T. In addition, ϕj(zz,ξ,w) and ψj(zz,ξ,w) are

invariant with z, ξ, w ∈ T by Lemmas 1.26 and 1.27 as well. Since z, ξ, w ∈ T are arbitrarily

chosen, we conclude that T0(F )s(x) = Gs(x) = c1[Fτ1(s)(τ2(x))]
ε0 , that is,

T0(F )(s, x) = c1[F (τ1(s), τ2(x))]
ε0 .

The proof is complete. □
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CHAPTER 2

Exploring new solutions to Tingley’s problem for function algebras

Abstract

In this chapter, we present two new positive answers to Tingley’s problem in certain sub-

spaces of function algebras. In the first result, we prove that every surjective isometry between

the unit spheres, S(A) and S(B), of two uniformly closed function algebras A and B on a

locally compact Hausdorff spaces can be extended to a surjective real linear isometry from

A onto B. In a second goal, we study surjective isometries between the unit spheres of two

abelian JB∗-triples represented as spaces of continuous functions of the form

CT
0 (X) = {f ∈ C0(X) : f(λt) = λf(t) for every (λ, x) ∈ T×X},

where X is a locally Hausdorff principal T-bundle. We establish that every surjective isometry

∆ : S(CT
0 (X)) → S(CT

0 (Y )) admits an extension to a surjective real linear isometry between

these two abelian JB∗-triples.

1. Introduction

The problem of extending a surjective isometry between the unit spheres of two Banach

spaces– named Tingley’s problem after the contribution of D. Tingley in [74]– is nowadays a

treding topic in functional analysis (see a representative sample in the references [9, 12, 18, 19,

26, 28, 29, 30, 31, 56, 57, 60] and the surveys [59, 78]). This isometric extension problem

remains open for Banach spaces of dimension bigger than or equal to 3 though. In fact, it

has not been until recently that a complete positive solution for 2– dimensional Banach spaces

was obtained by T. Banakh in [2], a result culminating a tour-de-force by several researchers

(cf. [1, 3, 9]).

In recent years, a growing interest on Tingley’s problem for surjective isometries between

the unit spheres of certain function algebras has attracted different specialists to approach

this problem. The pioneering paper by R. Wang [75] inspired many subsequent results. O.

Hatori, S. Oi and R.S. Togashi proved that each surjective isometry between the unit spheres

of two uniform algebras can be always extended to a surjective real linear isometry between
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the uniform algebras (cf. [38]). We recall that a uniform algebra is a closed subalgebra of

C(K) which contains constants and separates the points of a compact Hausdorff space K,

where C(K) denotes the Banach algebra of all complex-valued continuous functions on K.

This conclusion was improved by O. Hatori by showing that each uniform algebra A satisfies

the complex Mazur-Ulam property, that is, every surjective isometry from its unit sphere onto

the unit sphere of another Banach space E extends to a surjective real linear isometry from A
onto E (see [36, Theorem 4.5])

This chapter is aimed to present our recent advances on Tingley’s problem for some Banach

spaces which are representable as certain function spaces. More concretely, we study Tingley’s

problem in the case of surjective isometry between the unit spheres of two uniformly closed

function algebras. Note that uniformly closed function algebras constitute a strictly wider class

than that given by uniform algebras. Indeed, we begin with a locally Hausdorff space X. Let

C0(X) be a Banach algebra of all complex-valued continuous functions on X which vanishes

at infinity. A uniformly closed function algebra A on X is a uniformly closed and strongly

separating (i.e. there exist f, g ∈ A such that f(x) 6= 0 and g(y) 6= g(z) for each x ∈ X and

y, z ∈ X with y 6= z) subalgebra of C0(X). We can obviously regard A as a subalgebra of

C(X ∪ {∞}), where X ∪ {∞} denotes the one-point compactification of X. However, it is

worth observing that, under such an identification, A never contains the constant functions.

Thus, it is not a uniform algebra.

The first main conclusion of this chapter proves that surjective isometry ∆ : S(A) → S(B)

between the unit spheres of two uniformly closed function algebras A and B extends to a

surjective real linear isometry T : A → B (see Theorem 2.1). Our arguments are based

on an appropriate use of the Choquet boundary of each uniformly closed function algebra,

the existence of Urysohn’s lemma type properties for this Choquet boundary (as in [32, 54,

65, 66]) and a good description of the elements in the image of ∆ at points in the Choquet

boundary. The proof of the already mentioned result by Hatori, Oi and Togashi in [38] is

inspired by some of Wang’s original tools in [75]. In this chapter, we apply similar techniques,

however, the arguments here provide a different point of view, and are not mere extensions to

the case of uniformly closed function algebras as non-unital versions of uniform algebras.

The second main conclusion of this chapter is focused on the study of Tingley’s problem for

a surjective isometry between the unit spheres of two abelian JB∗-triples. As it is well-known,

and explained in the section 3, JB∗-triples are precisely those complex Banach spaces whose

open unit ball is a bounded symmetric domain ([43]). A JBW∗-triple is a JB∗-triple which
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is also a dual Banach space. It has recently shown ([4, 41]) that every surjective isometry

from the unit sphere of a JBW∗-triple onto the unit sphere of another Banach space extends

to a surjective real linear isometry between the spaces. Few or nothing is known for general

JB∗-triples. The elements in the subclass of abelian JB∗-triples can be identified, thanks to

a Gelfand representation theory, with subspaces of continuous functions. Indeed, let X be a

principal T-bundle (i.e. a subset of a Hausdorff locally convex complex space such that 0 /∈ X,

X ∪{0} is compact, and TX ⊂ X, where T = S(C). When X is regarded as a locally compact

Hausdorff space, the closed subspace of C0(X) defined by

CT
0 (X) := {f ∈ C0(X) : f(λx) = λf(x) for every (λ, x) ∈ T×X},

is closed for the triple product {f, g, h} = fgh (f, g, h ∈ CT
0 (X)). In general, CT

0 (X) is not a

subalgebra of C0(X). The Gelfand representation theory affirms that each abelian JB∗-triple is

isometrically isomorphic to some CT
0 (X) for a suitable principal T-bundle X (see [43, Corollary

1.11]). These spaces are also related to Lindenstrauss spaces (cf. [58, Theorem12]).

The main conclusion section 3 establishes that each surjective isometry ∆ : S(CT
0 (X)) →

S(CT
0 (Y )), with X and Y being two principal T-bundles, admits an extension to a surjective

real linear isometry T : CT
0 (X) → CT

0 (Y ) (see Theorem 2.29). This statement is comple-

mented with Lemma 2.26 where it is shown that if T : CT
0 (X) → CT

0 (Y ) is a surjective real

linear isometry, there exist a T-invariant closed and open subset D ⊂ X and a T-equivariant
homeomorphism τ : Y → X satisfying

T (f)(y) = f(τ(x)) (f ∈ CT
0 (X), y ∈ τ−1(D)) or

T (f)(y) = f(τ(x)) (f ∈ CT
0 (X), y ∈ τ−1(X \D)).

Tingley’s problem for surjective isometries between the unit spheres of function spaces

deserves its own attention, and a self-contained treatment.

2. Tingley’s problem for uniformly closed function algebras

Let X be a locally compact Hausdorff space. Along this note we denote by C0(X) the set of

all continuous complex-valued functions f on X, which vanish at infinity in the usual sense: for

each ε > 0 the set {x ∈ X : |f(x)| ≥ ε} is a compact subset ofX. Then C0(X) is a commutative

Banach algebra under pointwise operations and the supremum norm ‖f‖ = supx∈X |f(x)|
(f ∈ C0(X)). A subset B of C0(X) is said to be strongly separating, if for each x ∈ X and

y, z ∈ X with y 6= z, there exist f, g ∈ B such that f(x) 6= 0 and g(y) 6= g(z). A uniformly
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closed function algebra A on X is a uniformly closed and strongly separating subalgebra of

C0(X).

For each function f ∈ A the symbol Ran(f) will stand for the range of f . We set Ranπ(f) =

{z ∈ Ran(f) : |z| = ‖f‖} (f ∈ A). A peaking function g for A is a function of A with

Ranπ(g) = {1}; that is, if g ∈ A satisfies ‖g‖ = 1 and |g(x)| = 1 for x ∈ X, then g(x) = 1. A

compact subset P ⊂ X is called a peak set of A if there exists a peaking function f ∈ A for

which P = {x ∈ X : f(x) = 1}. A subset which coincides with an intersection of a family of

peak sets of A is called a weak peak set of A. A peak point (respectively, a weak peak point)

of A is a set x ∈ X satisfying that {x} is a peak set (respectively, a weak peak set) of A. The

Choquet boundary or the strong boundary for A, denoted by Ch(A), is the set of all weak peak

points of A. It is shown in [66, Theorem 2.1] (see also [65]) that Ch(A) is precisely the set

of all x ∈ X such that the evaluation functional at the point x, δx, is an extreme point of the

unit ball of the dual space of A (cf. [32, Definition 2.3.7]). It is well known that Ch(A) is

indeed a boundary (norming set) for A; furthermore, Ch(A) satisfies the following properties

(see, for example, [54, Propositions 2.2 and 2.3]):

(1) For each f ∈ A there exists x ∈ Ch(A) such that |f(x)| = ‖f‖;
(2) For each ε > 0, x ∈ Ch(A) and each open subset O in X with x ∈ O there exists a peaking

function u ∈ A such that u(x) = 1 and |u| < ε on X \O.

The following is the main result of this section.

Theorem 2.1. Let S(A) and S(B) be unit spheres of two uniformly closed function algebras

A and B, respectively. If ∆: S(A) → S(B) is a surjective isometry, then there exists a

surjective, real linear isometry T : A→ B such that T = ∆ on S(A).

Remark 2.2. Let T : A → B be a surjective real linear isometry. In [54, Theorem 1.1],

such an isometry T was characterized as a weighted composition operator, more concretely,

there exist a continuous function α : Ch(B) → T = {λ ∈ C : |λ| = 1}, a (possibly empty)

clopen subset K of Ch(B), and a homeomorphism φ : Ch(B) → Ch(A) such that

T (f)(y) =


α(y)f(φ(y)) (y ∈ K)

α(y)f(φ(y)) (y ∈ Ch(B)\K)

for all f ∈ A.
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Notation. Under the previous assumptions, for each f ∈ S(A), we write |f |−1(1) for the

set {x ∈ X : |f(x)| = 1}, and we set

Mf = |f |−1(1) ∩ Ch(A).

For x ∈ Ch(A), we denote by Px the set of all peaking functions f for A with f(x) = 1.

Define λPx = {λf : f ∈ Px} for each λ ∈ T. In the same way, we define Qy the set of all

peaking functions u for B with u(y) = 1. Here we note that

Mf = {z ∈ Ch(A) : |f(z)| = 1} = {z ∈ Ch(A) : f(z) = λ}

for all f ∈ λPx and λ ∈ T.

For each λ ∈ T and x ∈ Ch(A), we define

λVx = {f ∈ S(A) : f(x) = λ}.

We see that λPx ⊂ λVx. In the same way, we define µWy = {u ∈ S(B) : u(y) = µ} for each

µ ∈ T and y ∈ Ch(B).

Lemma 2.3. Let f, g ∈ S(A) and x0 ∈ Mf . If f(x0) 6= g(x0), then there exists h ∈ S(A)

such that ‖f − h‖ = 2 > ‖g − h‖.

Proof. Note first that |f(x0)| = 1, since x0 ∈ Mf . Set 2δ = |f(x0) − g(x0)|, and then

δ > 0. Define the open neighborhood O of x0 by O = {x ∈ X : |g(x) − g(x0)| < δ}.
Since x0 ∈ Mf ⊂ Ch(A), there exists u ∈ Px0 such that |u| < 2−1 on X \ O. We set

h = −f(x0)u ∈ S(A). We have

2 = |2f(x0)| = |f(x0)− h(x0)| ≤ ‖f − h‖ ≤ 2,

and thus ‖f − h‖ = 2.

Take an arbitrary x ∈ X. We shall prove that |g(x)−h(x)| < 2. If x ∈ O, then we observe

that |g(x) − h(x)| < 2. Indeed, if |g(x) − h(x)| = 2, then g(x) = −h(x) and |h(x)| = 1, since

g, h ∈ S(A). This implies that |u(x)| = |h(x)| = 1. Since u is a peaking function for A, we

obtain u(x) = 1, and hence g(x) = −h(x) = f(x0). Since x ∈ O, we get 2δ = |f(x0)− g(x0)| =
|g(x) − g(x0)| < δ, a contradiction. We have proved that |g(x) − h(x)| < 2 for all x ∈ O.

Suppose now that x ∈ X \O. Then |u(x)| < 2−1. It follows that

|g(x)− h(x)| ≤ |g(x)|+ |f(x0)u(x)| ≤ 1 +
1

2
< 2.

Hence, |g(x)− h(x)| < 2, and consequently, ‖g − h‖ < 2. □
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In the rest of this section, we assume that A and B are uniformly closed function algebras

on locally compact Hausdorff spaces X and Y , respectively, and that ∆: S(A) → S(B) is a

surjective isometry with respect to the supremum norms.

Lemma 2.4. Let f, g ∈ S(A). If f = g on Mf , then ∆(f) = ∆(g) on M∆(f).

Proof. Arguing by contradiction, we suppose the existence of y0 ∈ M∆(f) such that

∆(f)(y0) 6= ∆(g)(y0). Applying Lemma 2.3 to ∆(f),∆(g) ∈ S(B) and y0 ∈ M∆(f), we can

choose h ∈ S(A) so that ‖∆(f) − ∆(h)‖ = 2 > ‖∆(g) − ∆(h)‖, where we have used that ∆

is surjective. Since ∆ is an isometry, we have ‖f − h‖ = 2 > ‖g − h‖. Recall that Ch(A) is a
boundary for A, and thus there exists x0 ∈ Ch(A) with |f(x0)− h(x0)| = 2, and by the other

condition |g(x0) − h(x0)| < 2. Since f, h ∈ S(A), we get |f(x0)| = 1, which implies x0 ∈ Mf .

Consequently, f(x0) 6= g(x0) for x0 ∈Mf , which is impossible. □

Lemma 2.5. Let x ∈ Ch(A), λ ∈ T and n ∈ N. If fj ∈ λPx for each j ∈ N with 1 ≤ j ≤ n,

then g = n−1
∑n

j=1 fj ∈ A satisfies g ∈ λPx with Mg ⊂ ∩nj=1Mfj .

Proof. Since fj ∈ λPx for j = 1, 2, . . . , n, then fj(x) = λ and ‖fj‖ = 1 for every

j ∈ {1, 2, . . . , n}. We have

n = |nλ| =

∣∣∣∣∣
n∑
j=1

fj(x)

∣∣∣∣∣ ≤
n∑
j=1

|fj(x)| ≤
n∑
j=1

‖fj‖ = n.

Hence, g = n−1
∑n

j=1 fj ∈ A satisfies λg(x) = 1 = ‖g‖.
We shall prove that g ∈ λPx. Suppose that |λg(x′)| = 1 for x′ ∈ X, and then |

∑n
j=1 fj(x

′)| =
n. Since |fj(x′)| ≤ 1, it follows that |λfj(x′)| = |fj(x′)| = 1 for all j ∈ {1, 2, . . . , n}, which
implies that λfj(x

′) = 1 because λfj ∈ Px, and thus λg(x′) = 1. This shows that λg ∈ Px

(consequently, g ∈ λPx) and Mg ⊂ ∩nj=1Mfj . □

The characterization of compactness in terms of the finite intersection property is employed

in our next result.

Lemma 2.6. The intersection
⋂

u∈∆(λPx)

|u|−1(1) is non-empty for all λ in T and x in Ch(A).

Proof. First, we note that |u|−1(1) is a compact subset of Y for each u ∈ ∆(λPx). So, by

the characterization of compactness in terms of the finite intersection property, it is enough to

show that ∩nj=1|uj|−1(1) 6= ∅ for each n ∈ N and uj ∈ ∆(λPx) with j = 1, 2, . . . , n.
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Let n ∈ N and uj ∈ ∆(λPx) for j = 1, 2, . . . , n. Choose fj ∈ λPx so that uj = ∆(fj), and

set g = n−1
∑n

j=1 fj ∈ A. We see that g ∈ λPx with Mg ⊂ ∩nj=1Mfj by Lemma 2.5. We shall

prove that Mg = ∩nj=1Mfj . Here, we recall that

(2.1) Mf = {z ∈ Ch(A) : |f(z)| = 1} = {z ∈ Ch(A) : f(z) = λ}

for all f ∈ λPx. Let x0 ∈ ∩nj=1Mfj . Since fj ∈ λPx, we have fj(x0) = λ for all j ∈ {1, 2, . . . , n}
by (2.1). It follows that g(x0) = n−1

∑n
j=1 fj(x0) = λ. Since g ∈ λPx, equality (2.1) shows

that x0 ∈Mg, and consequently, ∩nj=1Mfj ⊂Mg. Therefore, we conclude that Mg = ∩nj=1Mfj ,

as claimed.

For each z ∈ Mg = ∩nj=1Mfj , we have g(z) = λ = fj(z), that is, g = fj on Mg for

each j = 1, 2, . . . , n. If we apply Lemma 2.4, we deduce that ∆(g) = ∆(fj) = uj on M∆(g).

Then |uj(ζ)| = |∆(g)(ζ)| = 1 for each ζ ∈ M∆(g), and consequently ∩nj=1|uj|−1(1) 6= ∅, as
claimed. □

We explore next the intersection of the non-empty set in the previous lemma with the

Choquet boundary of B.

Lemma 2.7. The intersection Ch(B) ∩

 ⋂
u∈∆(λPx)

|u|−1(1)

 is non-empty for each λ ∈ T

and each x ∈ Ch(A).

Proof. Let λ ∈ T and x ∈ Ch(A). There exists y0 ∈ ∩u∈∆(λPx)|u|−1(1) by Lemma 2.6.

Take an arbitrary u ∈ ∆(λPx) (in particular, |u(y0)| = 1 = ‖u‖). Define the function ũ ∈ B

by

ũ(y) =
(
u(y0)

2
u2(y) + u(y0)u(y)

)
/2, (y ∈ Y ).

We observe that ũ ∈ Qy0 . Namely, 1 = ũ(y0) ≤ ‖ũ‖ ≤ 1, and thus ũ ∈ Wy0 . Suppose now that

|ũ(y)| = 1 for some y ∈ Y , and then |u(y0)u2(y) + u(y)| = 2. It follows that

2 ≤ |u(y0)u2(y)|+ |u(y)| ≤ 2,

which shows that |u(y)| = 1. Hence it follows from |u(y0)u2(y)+u(y)| = 2 that |u(y0)u(y)+1| =
2, and consequently u(y0)u(y) = 1. This implies that ũ(y) = 1, and we have therefore proven

that ũ ∈ Qy0 . We see that (ũ)−1(1) is a peak set for B with

(ũ)−1(1) = u−1(u(y0)) ⊂ |u|−1(1).
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By the arbitrariness of u ∈ ∆(λPx), we get y0 ∈ ∩u∈∆(λPx)(ũ)
−1(1). It is known that every non-

empty weak peak set for B contains a weak peak point, that is, Ch(B)∩
(
∩u∈∆(λPx)(ũ)

−1(1)
)
6= ∅

(see, for example, [54, Proposition 2.1]). This shows that

Ch(B) ∩
(
∩u∈∆(λPx)|u|−1(1)

)
6= ∅.

The proof is complete. □

In the next result, we replace λPx with λVx.

Lemma 2.8. The intersection Ch(B) ∩

 ⋂
v∈∆(λVx)

|v|−1(1)

 is non-empty for each λ ∈ T

and each x ∈ Ch(A).

Proof. By Lemma 2.7, there exists y ∈ Ch(B)∩
(⋂

u∈∆(λPx)
|u|−1(1)

)
. Take an arbitrary

v ∈ ∆(λVx). We shall prove that |v(y)| = 1. Let f ∈ λVx be such that ∆(f) = v, and then

f(x) = λ and ‖f‖ = 1. Define the function f̃ ∈ S(A) by

f̃(z) = (λ
2
f 2(z) + λf(z))/2, (z ∈ X).

We see that f̃ ∈ Px with

Mf̃ = {z ∈ Ch(A) : |f̃(z)| = 1} = {z ∈ Ch(A) : f(z) = λ}.

Recall that Mf̃ = {z ∈ Ch(A) : f̃(z) = 1}, since f̃ ∈ Px. For each z ∈ Mf̃ , we have

λf̃(z) = λ = f(z), and thus λf̃ = f on Mf̃ =Mλf̃ . Lemma 2.4 shows that

∆(λf̃) = ∆(f) on M∆(λf̃).

Since λf̃ ∈ λPx, we obtain |∆(λf̃)(y)| = 1, that is, y ∈ M∆(λf̃). It follows that v(y) =

∆(f)(y) = ∆(λf̃)(y), and consequenlty, |v(y)| = |∆(λf̃)(y)| = 1. Hence y ∈ |v|−1(1). We

conclude from the arbitrariness of v ∈ ∆(λVx) that y ∈ Ch(B) ∩
(
∩v∈∆(λVx)|v|−1(1)

)
. □

We determine next the behaviour of ∆ on sets of the form λPx.

Lemma 2.9. For each (λ, x) ∈ T× Ch(A), there exists a couple (µ, y) in T× Ch(B) such

that ∆(λPx) ⊂ µWy.

Proof. Let us fix λ ∈ T and x ∈ Ch(A). By Lemma 2.8, there exists y ∈ Ch(B) ∩(
∩v∈∆(λVx)|v|−1(1)

)
. For each f ∈ λPx, we have |∆(f)(y)| = 1 by the choice of y. Since

f ∈ λPx ⊂ S(A), we obtain ‖∆(f)‖ = 1. Hence, ∆(f) ∈ µWy with µ = ∆(f)(y) ∈ T.
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Now, we prove that ∆(f)(y) = ∆(g)(y) for all f, g ∈ λPx. Set h = (f + g)/2 ∈ A, and then

h ∈ λPx by Lemma 2.5. We observe that

Mh = h−1(λ) ∩ Ch(A) = f−1(λ) ∩ g−1(λ) ∩ Ch(A),

since f, g, h ∈ λPx, where k
−1(λ) = {z ∈ X : k(z) = λ} for k ∈ λPx. Therefore, we have

f = h = g on Mh. We derive from Lemma 2.4 that ∆(f) = ∆(h) = ∆(g) on M∆(h). Since

∆(h) ∈ ∆(λVx), we get |∆(h)(y)| = 1 by the choice of y. Thus, y ∈ M∆(h), and consequently

∆(f)(y) = ∆(h)(y) = ∆(g)(y).

The above arguments show that ∆(f) ∈ µWy for all f ∈ λPx, where µ = ∆(f)(y) is

independent of the choice of f ∈ λPx. This shows that ∆(λPx) ⊂ µWy for some µ ∈ T and

y ∈ Ch(B). □

Lemma 2.10. For each (λ, x) ∈ T×Ch(A), there exists a couple (µ, y) in T×Ch(B) such

that ∆(λVx) ⊂ µWy.

Proof. Fix λ, x as in the statement. By Lemma 2.9, there exist µ ∈ T and y ∈ Ch(B)

such that ∆(λPx) ⊂ µWy. Let v ∈ ∆(λVx). We shall prove that v ∈ µWy. Let f ∈ λVx be

such that ∆(f) = v. Define the function f̃ ∈ A by

f̃(z) = (λ
2
f 2(z) + λf(z))/2, (z ∈ X).

We see that f̃ ∈ Px with

Mf̃ = {z ∈ Ch(A) : f̃(z) = 1} = f−1(λ) ∩ Ch(A).

For each z ∈ Mf̃ , we have λf̃(z) = λ = f(z), and hence λf̃ = f on Mf̃ = Mλf̃ . Lemma 2.4

shows that ∆(λf̃) = ∆(f) on M∆(λf̃). Since f̃ ∈ Px, we have ∆(λf̃) ∈ ∆(λPx) ⊂ µWy.

Thus ∆(λf̃) ∈ µWy, that is, ∆(λf̃)(y) = µ. This implies that |∆(λf̃)(y)| = 1, which yields

y ∈ M∆(λf̃). Therefore, v(y) = ∆(f)(y) = ∆(λf̃)(y) = µ, and consequently v ∈ µWy. This

shows that ∆(λVx) ⊂ µWy. □

We shall discuss next the uniqueness of the couple (µ, y) in previous lemmas.

Lemma 2.11. If λVx ⊂ λ′Vx′ holds for some λ, λ′ ∈ T and x, x′ ∈ Ch(A), then λ = λ′ and

x = x′.

Proof. Suppose, on the contrary, that x 6= x′. There exists f ∈ Px ⊂ Vx such that

|f(x′)| < 1 (cf. the properties in page 45). Then λf ∈ λVx \ (λ′Vx′), since |λf(x′)| < 1. This

contradicts λVx ⊂ λ′Vx′ . Hence, we obtain x = x′, and thus λVx ⊂ λ′Vx by the hypothesis.
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For each g ∈ Vx, we have λg ∈ λ′Vx, which shows that λ = λg(x) = λ′. We thus conclude that

λ = λ′. □

Lemma 2.12. For each (λ, x) ∈ T×Ch(A), there exists a unique couple (µ, y) in T×Ch(B)

such that ∆(λVx) = µWy.

Proof. Let us fix λ ∈ T and x ∈ Ch(A). By Lemma 2.10 there exist µ ∈ T and y ∈ Ch(B)

such that ∆(λVx) ⊂ µWy. Another application of Lemma 2.10, with µ ∈ T, y ∈ Ch(B) and

∆−1, shows the existence of λ′ ∈ T and x′ ∈ Ch(A) such that ∆−1(µWy) ⊂ λ′Vx′ . Thus, we

have ∆(λVx) ⊂ µWy ⊂ ∆(λ′Vx′), and hence λVx ⊂ λ′Vx′ . Therefore, we obtain λ = λ′ and

x = x′ by Lemma 2.11, which shows that ∆(λVx) = µWy.

Suppose that ∆(λVx) = µ′Wy′ for some µ′ ∈ T and y′ ∈ Ch(B). Then µWy = ∆(λVx) =

µ′Wy′ , and hence µWy = µ′Wy′ . Lemma 2.11 shows that µ = µ′ and y = y′, which proves the

uniqueness of µ ∈ T and y ∈ Ch(B). □

We are now in a position to define the key functions describing the behaviour of ∆ on sets

of the form λVx.

Definition 2.13. By Lemma 2.12, there exist well-defined maps α : T× Ch(A) → T and

ϕ : T× Ch(A) → Ch(B) with the following property:

∆(λVx) = α(λ, x)Wϕ(λ,x) (λ ∈ T, x ∈ Ch(A)).

Our next goal will consist in isolating the key properties of the just defined maps.

Lemma 2.14. For each µ, µ′ ∈ T and y, y′ ∈ Ch(B) with y 6= y′, there exist ũ ∈ µQy and

ṽ ∈ µ′Qy′ such that ‖ũ− ṽ‖ <
√
2.

Proof. Choose disjoint open sets O,O′ ⊂ Y so that y ∈ O and y′ ∈ O′. There exist

ũ ∈ µQy and ṽ ∈ µ′Qy′ such that |ũ| < 1/3 on Y \ O and |ṽ| < 1/3 on Y \ O′. For z ∈ O,

we have |ũ(z) − ṽ(z)| ≤ 1 + 1/3 <
√
2, since O ∩ O′ = ∅. For z ∈ Y \ O, we obtain

|ũ(z) − ṽ(z)| ≤ 1/3 + 1 <
√
2 by the choice of ũ. We thus conclude ‖ũ − ṽ‖ <

√
2, as is

claimed. □

Lemma 2.15. If λ ∈ T and x ∈ Ch(A), then ϕ(λ, x) = ϕ(−λ, x).

Proof. Let λ ∈ T and x ∈ Ch(A). We set µ = α(λ, x), µ′ = α(−λ, x), y = ϕ(λ, x) and

y′ = ϕ(−λ, x). Then ∆(λVx) = µWy and ∆((−λ)Vx) = µ′Wy′ . Suppose, on the contrary, that

y 6= y′. Lemma 2.14 assures the existence of ũ ∈ µQy and ṽ ∈ µ′Qy′ such that ‖ũ− ṽ‖ <
√
2.
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By the choice of ũ and ṽ, we see that ∆−1(ũ) ∈ ∆−1(µQy) ⊂ ∆−1(µWy) = λVx and ∆−1(ṽ) ∈
∆−1(µ′Wy′) ⊂ (−λ)Vx. Then ∆−1(ũ)(x) = λ and ∆−1(ṽ)(x) = −λ, and therefore

2 = |2λ| = |∆−1(ũ)(x)−∆−1(ṽ)(x)| ≤ ‖∆−1(ũ)−∆−1(ṽ)‖

= ‖ũ− ṽ‖ <
√
2,

which is a contradiction. Consequently, we have y = y′, and hence ϕ(λ, x) = ϕ(−λ, x). □

Lemma 2.16. If λ ∈ T and x ∈ Ch(A), then ϕ(λ, x) = ϕ(1, x); hence, the point ϕ(λ, x) is

independent of the choice of λ ∈ T.

Proof. Let λ ∈ T and x ∈ Ch(A). Set µ = α(λ, x), µ′ = α(1, x), y = ϕ(λ, x) and

y′ = ϕ(1, x). Then ∆(λVx) = µWy and ∆(Vx) = µ′Wy′ . We shall prove that y = y′. Suppose

that y 6= y′. Under this assumption, there exist ũ ∈ µQy and ṽ ∈ µ′Qy′ such that ‖ũ− ṽ‖ <
√
2

(cf. Lemma 2.14). By the choice of ũ and ṽ, we obtain ∆−1(ũ) ∈ λVx and ∆−1(ṽ) ∈ Vx. Thus

∆−1(ũ)(x) = λ and ∆−1(ṽ)(x) = 1. If Reλ ≤ 0, then |λ− 1| ≥
√
2, which shows that

√
2 ≤ |λ− 1| = |∆−1(u)(x)−∆−1(v)(x)| ≤ ‖∆−1(u)−∆−1(v)‖

= ‖u− v‖ <
√
2.

We arrive at a contradiction, which yields y = y′ if Reλ ≤ 0. Now we consider the case when

Reλ > 0. Note that ϕ(−λ, x) = ϕ(λ, x) = y by Lemma 2.15. Hence, ∆((−λ)Vx) = νWy for

some ν ∈ T. Since Re(−λ) < 0, the above arguments can be applied to ∆((−λ)Vx) = νWy

and ∆(Vx) = µ′Wy′ to deduce that y = y′. Then we get y = y′ even if Reλ > 0. □

Definition 2.17. By Lemma 2.16, we may and do write ϕ(λ, x) = ϕ(x). We will also

write α(λ, x) = αx(λ) for each λ ∈ T and x ∈ Ch(A). Then we obtain

(2.2) ∆(λVx) = αx(λ)Wϕ(x) (λ ∈ T, x ∈ Ch(A)).

The arguments above can be applied to the surjective isometry ∆−1 from S(B) onto S(A).

Then there exist two maps β : T× Ch(B) → T and ψ : Ch(B) → Ch(A) such that

(2.3) ∆−1(µWy) = βy(µ)Vψ(y) (µ ∈ T, y ∈ Ch(B)),

where βy(µ) = β(µ, y) for each µ ∈ T and y ∈ Ch(B). We may regard αx and βy as maps from

T into itself for each x ∈ Ch(A) and y ∈ Ch(B).

Lemma 2.18. The maps αx : T → T, for each x ∈ Ch(A), and ϕ : Ch(A) → Ch(B) are

both bijective with α−1
x = βϕ(x) and ϕ

−1 = ψ.
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Proof. Let x ∈ Ch(A). We will prove that αx and ϕ are injective. Take λ ∈ T arbitrarily.

If we apply (2.3) with µ = αx(λ) and y = ϕ(x), then we get

∆−1(αx(λ)Wϕ(x)) = βϕ(x)(αx(λ))Vψ(ϕ(x)).

Combining the equality above with (2.2), we obtain

λVx = ∆−1(αx(λ)Wϕ(x)) = βϕ(x)(αx(λ))Vψ(ϕ(x)).

Lemma 2.11 shows that λ = βϕ(x)(αx(λ)) and x = ψ(ϕ(x)); since λ ∈ T is arbitrary, the first

equality shows that αx is injective. The second one shows that ϕ is injective, since x ∈ Ch(A)

is arbitrary.

Now we prove that αx and ϕ are both surjective. Let µ ∈ T and y ∈ Ch(B). Applying

(2.2) with λ = βy(µ) and x = ψ(y), we get ∆(βy(µ)Vψ(y)) = αψ(y)(βy(µ))Wϕ(ψ(y)). The last

equality, together with (2.3), shows that

µWy = αψ(y)(βy(µ))Wϕ(ψ(y)).

According to Lemma 2.11, we have

(2.4) µ = αψ(y)(βy(µ))

and y = ϕ(ψ(y)). Since y ∈ Ch(B) is arbitrary, the second equality shows that ϕ is surjective.

Then there exists ϕ−1 : Ch(B) → Ch(A). We obtain ϕ(ϕ−1(y)) = y = ϕ(ψ(y)), which yields

ϕ−1(y) = ψ(y). We conclude, from the arbitrariness of y ∈ Ch(B), that ϕ−1 = ψ. Since ψ is

bijective with ψ−1 = ϕ, for each x ∈ Ch(A) there exists y ∈ Ch(B) such that x = ψ(y). By

(2.4), µ = αψ(y)(βy(µ)) = αx(βϕ(x)(µ)) holds for all µ ∈ T. This implies that αx is surjective

for each x ∈ Ch(B). There exists α−1
x , and then αx(α

−1
x (µ)) = µ = αx(βϕ(x)(µ)) for all µ ∈ T.

This shows that α−1
x = βϕ(x) for each x ∈ Ch(A). □

Lemma 2.19. For each x ∈ Ch(A), the map αx : T → T is a surjective isometry.

Proof. Let x ∈ Ch(A) and λ1, λ2 ∈ T. Note that ∆(λf)(ϕ(x)) = αx(λ) for all λ ∈ T and

f ∈ Vx by (2.2). For each f ∈ Vx, we have

|αx(λ1)− αx(λ2)| = |∆(λ1f)(ϕ(x))−∆(λ2f)(ϕ(x))|

≤ ‖∆(λ1f)−∆(λ2f)‖ = ‖λ1f − λ2f‖

= |λ1 − λ2|.
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Hence, |αx(λ1) − αx(λ2)| ≤ |λ1 − λ2|. By applying the same argument to ∆−1, we observe

that βy also is a contractive mapping. Having in mind that α−1
x = βϕ(x) (cf. Lemma 2.18), we

obtain that αx and βϕ(x) are surjective isometries on T. □

Fix x ∈ Ch(A). Since αx : T → T is a surjective isometry on the unit sphere of the complex

plane, and Tingley’s problem admits a positive solution in this case, αx admits an extension

to a surjective real linear isometry on C, therefore one of the following statements hold:

(2.5) αx(λ) = αx(1)λ for all λ ∈ T, or αx(λ) = αx(1)λ for all λ ∈ T.

One final technical result separates us from the main goal of this section.

Lemma 2.20. Let f ∈ S(A) and x0 ∈ Ch(A) be such that |f(x0)| < 1. We set λ =

f(x0)/|f(x0)| if f(x0) 6= 0, and λ = 1 if f(x0) = 0. For each r with 0 < r < 1, there exists

gr ∈ Vx0 such that

rf + (1− r|f(x0)|)λgr ∈ λVx0 .

Proof. Note first that 1− |f(x0)| > 0. We set

F0 =

{
x ∈ X : |f(x)− f(x0)| ≥

1− |f(x0)|
2

}
, and

Fm =

{
x ∈ X :

1− |f(x0)|
2m+1

≤ |f(x)− f(x0)| ≤
1− |f(x0)|

2m

}
for each m ∈ N. We see that Fn is a closed subset of X with x0 6∈ Fn for all n ∈ N∪{0}. Since
x0 ∈ Ch(A), there exists fn ∈ Px0 such that

(2.6) |fn| <
1− r

1− r|f(x0)|
on Fn

for each n ∈ N∪ {0}. We set gr = f0
∑∞

n=1 fn/2
n. Having in mind that the series converges in

A from the choice of fn, we observe that

1 = gr(x0) ≤ ‖gr‖ ≤ ‖f0‖
∞∑
n=1

‖fn‖
2n

= 1,

and hence gr ∈ Vx0 . Set hr = rf +(1− r|f(x0)|)λgr ∈ A. We shall prove that hr ∈ λVx0 . Since

gr(x0) = 1 and f(x0) = |f(x0)|λ, we have hr(x0) = λ. Take x ∈ X arbitrarily. To prove that

|hr(x)| ≤ 1, we will consider three cases. If x ∈ F0, then (2.6) shows that

|gr(x)| ≤ |f0(x)|
∞∑
n=1

|fn(x)|
2n

<
1− r

1− r|f(x0)|
.

We obtain

|hr(x)| ≤ r|f(x)|+ (1− r|f(x0)|)|λgr(x)| < r + (1− r) = 1.
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Hence, |hr(x)| < 1 if x ∈ F0.

Suppose that x ∈ Fm for some m ∈ N. Then |f(x) − f(x0)| ≤ (1 − |f(x0)|)/2m by the

choice of Fm. We get

(2.7) |f(x)| ≤ |f(x0)|+
1− |f(x0)|

2m
=

(
1− 1

2m

)
|f(x0)|+

1

2m
.

We derive from (2.6) that

|gr(x)| ≤ |f0(x)|

(
|fm(x)|
2m

+
∑
n ̸=m

|fn(x)|
2n

)

<
1

2m
1− r

1− r|f(x0)|
+ 1− 1

2m
.

It follows that

(2.8) |(1− r|f(x0)|)λgr(x)| <
1− r

2m
+

(
1− 1

2m

)
(1− r|f(x0)|).

We infer from (2.7) and (2.8) that

|hr(x)| ≤ r|f(x)|+ |(1− r|f(x0)|)λgr(x)|

< r

(
1− 1

2m

)
|f(x0)|+

r

2m
+

1− r

2m
+

(
1− 1

2m

)
(1− r|f(x0)|)

= 1,

and hence, |hr(x)| < 1 for x ∈ ∪∞
n=1Fn.

Now we consider the case in which x 6∈ ∪∞
n=0Fn. Then x ∈ ∩∞

n=0(X \ Fn), which implies

that f(x) = f(x0). We have

|hr(x)| ≤ r|f(x0)|+ 1− r|f(x0)| = 1,

and we thus conclude that |h(x)| ≤ 1 for all x ∈ X, and consequently hr ∈ λVx0 . □

We have already gathered the tools to prove Theorem 2.1.

Proof of Theorem 2.1. Let f ∈ S(A) and y ∈ Ch(B). To simplify the notation we set

x = ψ(y) and λ = f(x)/|f(x)| ∈ T if f(x) 6= 0, and λ = 1 if f(x) = 0, where ψ = ϕ−1 as in

Lemma 2.18. We first prove that |∆(f)(y)| = |f(x)|. If |f(x)| = 1, then f ∈ λVx and thus

|∆(f)(y)| = |∆(f)(ϕ(x))| = |αx(λ)| = 1 = |f(x)|
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by (2.2). We need to consider the case when |f(x)| < 1. By Lemma 2.20, there exists gr ∈ Vx

such that hr = rf + (1− r|f(x)|)λgr ∈ λVx for each r with 0 < r < 1. We obtain

‖hr − f‖ = ‖(r − 1)f + (1− r|f(x)|)λgr‖

≤ (1− r) + 1− r|f(x)| = 2− r − r|f(x)|.

Since hr ∈ λVx, we have ∆(hr)(y) = ∆(hr)(ϕ(x)) = αx(λ) by (2.2). Therefore, we get

1− |∆(f)(y)| = |αx(λ)| − |∆(f)(y)| ≤ |αx(λ)−∆(f)(y)|

= |∆(hr)(y)−∆(f)(y)|

≤ ‖∆(hr)−∆(f)‖ = ‖hr − f‖

≤ 2− r − r|f(x)|.

Since r with 0 < r < 1 is arbitrary, we get

(2.9) 1− |∆(f)(y)| ≤ |αx(λ)−∆(f)(y)| ≤ 1− |f(x)|,

which shows that |f(x)| ≤ |∆(f)(y)| = |∆(f)(ϕ(x))|. By similar arguments, applied to ∆−1

instead of ∆, we have |u(y)| ≤ |∆−1(u)(ψ(y))| for all u ∈ S(B). In particular, |∆(f)(y)| ≤
|∆−1(∆(f))(ψ(y))| = |f(x)|, and consequently

|∆(f)(y)| = |f(ψ(y))|, for all y ∈ Ch(B), f ∈ A.

Next, we shall prove that

(2.10) ∆(f)(y) = αx(λ)|f(x)|.

Since |∆(f)(y)| = |f(x)|, we need to consider the case when ∆(f)(y) 6= 0. It follows from (2.9)

that

1 = |αx(λ)| ≤ |αx(λ)−∆(f)(y)|+ |∆(f)(y)|

≤ (1− |f(x)|) + |f(x)| = 1,

which shows that

|αx(λ)| = |αx(λ)−∆(f)(y)|+ |∆(f)(y)|.

By the equality condition for the triangle inequality, there exists t ≥ 0 such that αx(λ) −
∆(f)(y) = t∆(f)(y). Hence, we have ∆(f)(y) = αx(λ)/(1 + t). On the other hand,

|f(x)| = |∆(f)(y)| =
∣∣∣∣αx(λ)1 + t

∣∣∣∣ = 1

1 + t
,

which yields ∆(f)(y) = αx(λ)|f(x)|.
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Now, having in mind (2.5), we define two subsets K+ and K− of Ch(A) by

K+ = {x ∈ Ch(A) : αx(λ) = αx(1)λ, for all λ}, and

K− = {x ∈ Ch(A) : αx(λ) = αx(1)λ for all λ}.

We see that Ch(A) is the disjoint union of K+ and K− (cf. (2.5)). Recall that λ = f(x)/|f(x)|
if f(x) 6= 0, and λ = 1 if f(x) = 0. We derive from (2.10) that

∆(f)(y) = αx(λ)|f(x)| =


αx(1)f(x), if x ∈ K+

αx(1)f(x), if x ∈ K−.

Setting L+ = ψ−1(K+) and L− = ψ−1(K−), we infer from the above equality with x = ψ(y)

that

(2.11) ∆(f)(y) =


αψ(y)(1)f(ψ(y)), if y ∈ L+

αψ(y)(1)f(ψ(y)), if y ∈ L−.

It follows from the bijectivity of ψ that Ch(B) is the disjoint union of L+ and L−. Consider

finally, the positive homogenous extension T : A→ B defined by

T (g) =


‖g‖∆

(
g

‖g‖

)
, if g ∈ A \ {0}

0, if g = 0.

The identity in (2.11) shows that

(2.12) T (g)(y) =


αψ(y)(1)g(ψ(y)), if y ∈ L+

αψ(y)(1)g(ψ(y)), if y ∈ L−

(g ∈ A).

For each h ∈ B \ {0}, we put h0 = h/‖h‖ ∈ S(B). We derive from the surjectivity of ∆ that

h0 = ∆(g0) for some g0 ∈ S(A). Set g = ‖h‖g0, and then, it follows from ‖g‖ = ‖h‖ that

T (g) = ‖g‖∆(g/‖g‖) = ‖h‖∆(g0) = h.

Hence, T is surjective. Choose g1, g2 ∈ A. Since ψ : Ch(B) → Ch(A) is bijective, we infer

from the previous identity (2.12) that

‖T (g1)− T (g2)‖ = sup
y∈Ch(B)

|T (g1)(y)− T (g2)(y)| = sup
y∈Ch(B)

|g1(ψ(y))− g2(ψ(y))|

= sup
x∈Ch(A)

|g1(x)− g2(x)| = ‖g1 − g2‖,
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where we have used that Ch(B) and Ch(A) are norming sets for B and A, respectively in the

first and fourth equalities (see page 45). Therefore, we see that T is a surjective real linear

isometry by the Mazur–Ulam theorem [32, p8, Theorem 1.3.5]. □

The final argument in the proof of Theorem 2.1 can be also deduced from [57, Lemma 6] or

[25, Lemma 2.1], the identity in (2.11) and the fact that Choquet boundaries are boundaries,

and thus norming sets.

Although we do not make any use of the maximal convex subsets of the unit sphere of a

uniformly closed function algebra, nor of the deep result asserting that a surjective isometry

between the unit spheres of two Banach spaces maps maximal convex subsets to maximal

convex subsets (see [14, Lemma 5.1] and [70, Lemma 3.5]), the conclusion in [71, Lemma 3.3]

(see also [38, Lemma 3.1]) can be applied to deduce that every maximal convex subset C of

the unit sphere of uniformly closed function algebra A on a locally compact Hausdorff space

X is of the form

C = λVx = {f ∈ S(A) : f(x) = λ},

for some λ ∈ T and x ∈ Ch(A) (this can be compared with [38, Lemma 3.2]).

3. Tingley’s problem for commutative JB∗-triples

Despite of having their own worth to be studied as important function spaces, there exist

certain function spaces which are not given solution to their Tingley’s problems. One example

appears in the Gelfand representation for commutative JB∗-triples. As a brief introduction,

we shall mention that these complex spaces arose in holomorphic theory in the study and clas-

sification of bounded symmetric domains in arbitrary complex Banach spaces. These domains

are the appropriate substitutes of simply connected domains to extend the Riemann mapping

theorem to dimension greater than or equal to 2 (cf. [43] or the detailed presentation in [11,

§5.6]).

For the sake of brevity, we shall omit a detailed presentation of the theory for general

JB∗-triples. However, it is worth recalling that the elements in the subclass of commutative

JB∗-triples can be represented as spaces of continuous functions by the Gelfand theory of JB∗-

triples for the purpose of this note (cf. [43], [79], [8, §3], [10, §4.2.1]). Indeed, let X be a

subset of a Hausdorff locally convex complex space such that 0 /∈ X, X ∪ {0} is compact, and

TX ⊆ X, where T := {λ ∈ T : |λ| = 1}. Let us observe that under these hypotheses, λx = µx

for x ∈ X, λ, µ ∈ T implies λ = µ. The space X is called a principal T-bundle in [43].
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A locally compact Tσ-space is a locally compact Hausdorff space X together with a contin-

uous mapping T×X → X, (λ, x) 7→ λx, satisfying λ(µx) = (λµ)x and 1x = x for all λ, µ ∈ T,
x ∈ X. Each principal T-bundle is a locally compact Tσ-space. We can extend the product

by elements in T to the one-point compactification X ∪ {ω} of X by setting λω = ω for all

λ ∈ T. We now consider the following subspace of continuous functions on a locally compact

Tσ-space X

CT
0 (X) := {a ∈ C0(X) : a(λt) = λa(t) for every (λ, t) ∈ T×X}.

We shall regard CT
0 (X) as a norm closed subspace of C0(X) with the supremum norm. We ob-

serve that every C0(L) space is a C
T
0 (X) space (cf. [58, Proposition 10]). However, there exist

examples of principle T-bundles X for which the space CT
0 (X) is not isometrically isomorphic

to a C0(L) space (cf. [43, Corollary 1.13 and subsequent comments]). CT
0 (X) spaces, with X a

locally compact Tσ-space, are directly related to Lindenstrauss spaces (see [58, Theorem 12]).

Let us now fix a locally compact Tσ-space X. We denote by (CT
0 (X)∗)1 the closed unit ball

of the dual space of CT
0 (X). Although CT

0 (X) need not be a subalgebra of C0(X), it is closed

for the triple product defined by {f, g, h} = fgh for f, g, h ∈ CT
0 (X). We shall write f [1] = f ,

f [3] = {f, f, f} and f [2n+1] = {f, f, f [2n−1]} for all natural n. For each x ∈ X, the mapping

δx : CT
0 (X) → C defined by δx(f) = f(x) for f ∈ CT

0 (X) is a bounded linear functional in

(CT
0 (X)∗)1. According to the Arens–Kelley’s theorem ([32, Theorem 2.3.5]), we see that δt for

each t ∈ L is an extreme point of the closed unit ball of the dual space of C0(L). However, this

is not always true in the case of CT
0 (X). For example, if x0 ∈ X satisfies that x0 ∈ (T\{1})x0,

that is, there exists λ0 ∈ T \ {1} such that δx0 = λ0δx0 , then it is easy to check that δx0 = 0

as a linear functional in (CT
0 (X)∗)1. By [58, Lemma 11], the extreme points of (CT

0 (X)∗)1 are

precisely those δx0 which are non-zero, that is,

(3.1) ext(CT
0 (X)∗)1 = {δx : x /∈ (T \ {1})x}.

We note that the set ext(CT
0 (X)∗)1 is norming and a kind of Chouet boundary for CT

0 (X).

Those complex Banach spaces called JB∗-triples are precisely the complex Banach spaces

whose unit ball is a bounded symmetric domain, and were introduced by W. Kaup in [43]

to classify these domains, and to establish a generalization of Riemann mapping theorem in

dimension ≥ 2. A JB∗-triple is a complex Banach space E admitting a continuous triple

product {·, ·, ·} : E × E × E → E, which is symmetric and linear in the outer variables,

conjugate-linear in the middle one, and satisfies the following axioms:
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(a) L(a, b)L(x, y) = L(x, y)L(a, b) + L(L(a, b)x, y) − L(x, L(b, a)y), for all a, b, x, y in E,

where L(a, b) is the operator on E given by L(a, b)x = {a, b, x};
(b) For all a ∈ E, L(a, a) is a hermitian operator with non-negative spectrum;

(c) ‖{a, a, a}‖ = ‖a‖3, for all a ∈ E.

The class of JB∗-triples includes all C∗-algebras and all JB∗-algebras (cf. [43, pages 522, 523

and 525]).

A JB∗-triple E is called abelian or commutative if the set {L(a, b) : a, b ∈ E} is a com-

mutative subset of the space B(E) of all bounded linear operators on E (cf. [43, §1], [10,

§4.1.47] or [34, §4] where commutative JB∗-triples are called “associative”). Despite of the

technical definition, every commutative JB∗-triple can be isometrically represented, via a triple

isomorphism, that is, a linear bijection preserving the triple product as a space of the form

CT
0 (X) for a suitable principal T-bundle X (see [43, Corollary 1.1], [10, Theorem 4.2.7], see

also the interesting representation theorems in [33, §3] and [34, §4]).

Let X and Y be two principal T-bundles. Each surjective complex linear isometry T from

CT
0 (X) onto CT

0 (Y ) is a triple isomorphism (i.e., it preserves the triple product seen above).

Furthermore, that is the case, if and only if, there exists a T-equivariant homeomorphism

ϕ : Y → X (i.e., ϕ(λs) = λϕ(s), for all (λ, s) ∈ T × Y ) such that T (f)(s) = f(ϕ(s)), for

all s ∈ Y and f ∈ CT
0 (X) (see [43, Proposition 1.12]). That is, surjective linear isometries

and triple isomorphisms coincide, and they are precisely the composition operators with a

T-equivariant homeomorphism between the principle T-bundles.

In some of the result of this section, we can apply tools and techniques in the theory of

general JB∗-triples. However, since the commutative objects of this category admit a concrete

representation as function spaces, we strive for presenting basic arguments which do not require

any knowledge on the general theory.

Our next goal will consist in determining the explicit form of all real linear isometries

between CT
0 (X) spaces for principal T-bundles (i.e. abelian JB∗-triples), a description which

materializes and concretizes the theoretical conclusions for real linear surjective isometries on

C∗-algebras and JB∗-triples in [16, 21].

We recall a fundamental property of CT
0 (X). Let µµµ denote the unit Haar measure on T.

For each f ∈ C0(X), we consider a function πT(f) : X → C defined by

πT(f)(t) =

∫
T
λ−1f(λt)dµµµ, (t ∈ X).
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It is known that πT is a contractive projection of C0(X) onto CT
0 (X) (cf. [58]).

Remark 2.21. Suppose X is a locally compact Tσ-space. Let W be a T-invariant open

neighbourhood of t0 in X which is contained in a compact T-invariant subset. We consider

the following continuous function

T{t0} ∪ (X\W ) → C,

λt0 7→ λ, and t 7→ 0 for all t ∈ X\W.

Find, via Tiezte’s theorem, a continuous function h̃ ∈ C0(X) extending the previous mapping.

Let h = πT(h̃) ∈ CT
0 (X). It is easy to check that h(t0) = 1 and h(t) = 0 for all t ∈ X\W .

Clearly, h ∈ S(CT
0 (X)) and h(λt0) = λ for all λ ∈ T. This construction, which was already

considered in [58, Proof of Lemma 11], is a kind of Urysohn’s lemma for CT
0 (X) spaces, and

will be employed along this section.

In order to determine the form of all real linear isometries between CT
0 (X) and CT

0 (Y ), we

prepare some lemmas. First, we prove that if x1, x2 ∈ X such that T{x1} ∩ T{x2} is empty,

then we can choose some T-invariant open neiborhoodW of x1 which is contained in a compact

T-invariant subset with W ⊂ X \ T{x2}.

Lemma 2.22. Let x1 ∈ X and K a compact T-invariant subset of X such that T{x1} ∩K
is empty. Then there exists a T-invariant open neiborhood W of x1 which is contained in a

compact T-invariant subset such that W ⊂ X \K.

Proof. Since X is a locally compact Hausdorff space and K is a compact subset, we can

choose an open neighborhood V0 of x1 such that V0 ⊂ cl(V0) ⊂ X \K and cl(V0) is compact,

where cl(V0) denotes the closure of V0. We note that T{x1} ⊂ TV0. For each λ ∈ T, we
define a map σλ : X → X by σλ(x) = λx for x ∈ X. Having in mind that σλ : X → X

is continuous for each λ ∈ T, we infer from σλ(σλ(x)) = x = σλ(σλ(x)) for any x ∈ X that

σλ is a homeomorphism on X. Hence, λV0 = σλ(V0) is an open neiborhood of λx1. We put

W = TV0, and then, we infer from W = TV0 =
⋃
λ∈T λV0 that W is an open neiborhood

of x1. Put V1 = cl(V0), and then, V1 is compact by the choice of V0. Because the mapping

σ : T × X → X, defined by σ(λ, x) = λx for (λ, x) ∈ T × X, is continuous and T × V1 is a

compact subset of T ×X, we deduce from TV1 = σ(T × V1) that TV1 is a compact subset of

X. Since K is a compact T-invariant subset of X, we derive from V1 = cl(V0) ⊂ X \K that

TV1 ⊂ X \ K. We note that V0 ⊂ V1 and W = TV0. Therefore, we conclude that W is an
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T-invariant neiborhood of x in X withW ⊂ X \K which is contained in a compact T-invariant
subset TV1 of X. □

Lemma 2.23. Let X be a principal T-bundle. We define τX : X → ext(CT
0 (X)∗)1 by

τX(x) = δx (x ∈ X).

Then the mapping τX is a homeomorphism from X onto ext(CT
0 (X)∗)1 with the relative weak∗-

topology.

Proof. By the assumption that X is a principal T-bundle, we note that X is a locally

compact Tσ-space. Because λx = µx for x ∈ X λ, µ ∈ T implies λ = µ, we see that x /∈ T\{1}x
for all x ∈ X. It follows from (3.1) that

(3.2) ext(CT
0 (X)∗)1 = {δx : x ∈ X}.

Hence, the map τX : X → ext(CT
0 (X))∗ is well-defined and surjective.

We prove that τX is injective. Choose x, y ∈ X with x 6= y and fix them. If x = λ0y for

some λ0 ∈ T \ {1}, then we infer from Remark 2.21 that there exists h ∈ S(CT
0 (X)) such that

h(y) = 1. Having in mind that x = λ0y and h(λ0y) = λ0h(y), we get

δx(h) = h(x) = h(λ0y) = λ0 6= 1 = h(y) = δy(h),

and thus, τX(x) = δx 6= δy = τX(y). Next, we assume that x /∈ T{y}. Then T{x} ∩ T{y} is

empty. Since T{y} is a compact T-invariant subset of X such that T{x} ∩ T{y} is empty, it

follows from Lemma 2.22 that we can choose an T-invariant open neiborhood W of x which is

contained in a compact T-invariant subset such that W ⊂ X \ T{y}. Applying Remark 2.21

to T{x} with W , we can choose h ∈ S(CT
0 (X)) such that h(x) = 1 and h(y) = 0. This implies

that

δx(h) = h(x) = 1 6= 0 = h(y) = δy(h),

and hence, τX(x) = δx 6= δy = τX(y). Therefore, we observe that τX : X → ext(CT
0 (X)∗)1

injective.

Finally, we prove that τX : X → ext(CT
0 (X)∗)1 and τ−1

X : ext(CT
0 (X)∗)1 → X are continu-

ous. Take any element x ∈ X and net {xγ}γ∈Γ which converges to x. For all f ∈ CT
0 (X), we

have

lim
γ∈Γ

τX(xγ)(f) = lim
γ∈Γ

δxγ (f) = lim
γ∈Γ

f(xγ) = f(x) = δx(f) = τX(x)(f).

We derive from the definition of the weak∗-topology that limγ∈Γ τX(xγ) = τX(x). Hence,

τX : X → ext(CT
0 (X)∗)1 is continuous. On the other hand, we take δx ∈ ext(CT

0 (X)∗)1
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arbitrarily. Let {δxγ}γ∈Γ be a net which converges to δx ∈ CT
0 (X)∗ with respect to the relative

weak∗-topology. By the definition of the weak∗-topology, we have

(3.3) lim
γ∈Γ

f(xγ) = lim
γ∈Γ

δxγ (f) = δx(f) = f(x)

for every f ∈ CT
0 (X). Having in mind that CT

0 (X) strongly separates the points of X by

Remark 2.21, we deduce from [42, Proposition 2.2.14] that the topology of X is equivalent to

the weak topology induced by {f : f ∈ CT
0 (X)}, and thus, it follows fron (3.3) that xγ → x

with respect to the original topology in X. Therefore, we conclude that τ−1
X is continuous.

The proof is complete. □

Next, we explore the correspondence between CT
0 (Y )∗ and CT

0 (X)∗ induced by a surjective

real linear isometry T between CT
0 (X) and CT

0 (Y ), where X and Y are principal T-bundles.
Because T : CT

0 (X) → CT
0 (Y ) is not necessarily complex linear, the adjoint operator T ∗ :

CT
0 (Y )∗ → CT

0 (X)∗ is not well-defined. In place of T ∗, we define T∗ : C
T
0 (Y )∗ → CT

0 (X)∗ by

(3.4) T∗(η)(f) = Re
(
η(T (f))

)
− iRe

(
η(T (if))

)
(η ∈ CT

0 (Y )∗, f ∈ CT
0 (X)).

It is well known that T∗ : CT
0 (Y )∗ → CT

0 (X)∗ is a surjective real linear isometry (see [67,

Proposition 5.17] and [55]). We see that T∗ preserves the extreme points of the closed unit

ball of the dual spaces, that is, T∗(ext(C
T
0 (Y )∗)1) = ext(CT

0 (X)∗)1.

Let τX : X → ext(CT
0 (X)∗)1 and τY : Y → ext(CT

0 (Y )∗)1 be as in Lemma 2.23. So as to

characterize T∗ on ext(CT
0 (Y )∗)1, we define a map τ : Y → X by τ = τ−1

X ◦ T∗|ext(CT
0 (Y )∗)1 ◦ τY .

We note that τ : Y → X is a homeomorphism by Lemma 2.23 and T∗ : C
T
0 (Y ) → CT

0 (X) is a

surjective isometry with T∗(ext(C
T
0 (Y )∗)1) = ext(CT

0 (X)∗)1. It follows from the definition of τ

that T∗|ext(CT
0 (Y )∗)1 ◦ τY = τX ◦ τ , and thus,

(3.5) T∗(δy) = δτ(y) (y ∈ Y ).

In the following two lemmas, we investigate the property of the homeomorphism τ : Y → X

induced by a surjective real linear isometry T∗ : C
T
0 (Y )∗ → CT

0 (X)∗ as in the last paragraph.

Lemma 2.24. Let T : CT
0 (X) → CT

0 (Y ) be a surjective real linear isometry and τ : Y → X

a homeomorphism induced by the map T∗ : C
T
0 (Y )∗ → CT

0 (X)∗. For each y ∈ Y , we have

τ(T{y}) ⊂ T{τ(y)}.
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Proof. Let y ∈ Y and fix it. First, we prove that τ(λy) ∈ T{τ(y)} ∪ T{τ(iy)} for all

λ ∈ T. Suppose that there exists λ0 = a0 + ib0 ∈ T \ {1, i} such that

(3.6) τ(λ0y) /∈ T{τ(y)} ∪ T{τ(iy)}.

Having in mind that δλ0y(g) = g(λ0y) = λ0g(y) = λ0δy(g) for all g ∈ CT
0 (Y ), we get δλ0y = λ0δy.

Because T∗ is a surjective real linear isometry, we obtain

T∗(δλ0y) = T∗(λ0δy) = T∗(a0δy) + T∗(ib0δy) = a0T∗(δy) + b0T∗(δiy),

and thus T∗(δλ0y) = a0T∗(δy) + b0T∗(δiy). We note that T∗(δλ0y) = δτ(λ0y), T∗(δy) = δτ(y), and

T∗(δiy) = δτ(iy) by (3.5). Entering these three equalities into T∗(δλ0y) = a0T∗(δy) + b0T∗(δiy),

we have

(3.7) δτ(λ0y) = a0δτ(y) + b0δτ(iy).

It follows from (3.6) that T{τ(λ0y)} ∩ (T{τ(y)} ∪ T{τ(iy)}) is empty. Because T{τ(y)} ∪
T{τ(iy)} is a compact T-invariant subset, we deduce from Remark 2.21 with Lemma 2.22 that

there exists g1 ∈ CT
0 (Y ) such that g1(τ(λ0y)) = 1 and g(τ(y)) = 0 = g(τ(iy). Evaluating the

equality (3.7) at g1, we get 1 = 0. This is a contradiction. Hence, we must have

(3.8) τ(λy) ∈ T{τ(y)} ∪ T{τ(iy)} (λ ∈ T).

Since the map λ 7→ τ(λy) is a continuous map between T into X and T is a connected set,

the subset τ(T{y}) of X is also connected. We deduce from the continuity of the scalar

multiplication that Tτ(T{y}) is a connected subset of X. It follows from (3.8) that T{τ(y)}∪
T{τ(iy)} = Tτ(T{y}), and thus, T{τ(y)}∪T{τ(iy)} is connected. This shows that T{τ(y)}∩
T{τ(iy)} is not empty. Hence τ(iy) = λiτ(y) for some λi ∈ T, which implies that T{τ(iy)} =

T{τ(y)}. We infer from (3.8) with the last equality that τ(T{y}) ⊂ T{τ(y)}. □

Lemma 2.25. Let T : CT
0 (X) → CT

0 (Y ) be a surjective real linear isometry and τ : Y → X

a homeomorphism induced by T∗ : C
T
0 (Y )∗ → CT

0 (X)∗. There exists a function ε : Y → {±1}
such that

τ(λy) = λε(y)τ(y) (λ ∈ T, y ∈ Y ).

Proof. Let y ∈ Y and fix it. Note that T∗ : CT
0 (Y )∗ → CT

0 (X)∗ is real linear. We infer

from δλy = λδy for λ ∈ T that

T∗(δλy) = T∗((a+ ib)δy) = aT∗(δy) + bT∗(iδy) = aT∗(δy) + bT∗(δiy),
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and thus, T∗(δλy) = aT∗(δy) + bT∗(δiy) for each λ = a+ ib ∈ T. Having in mind that T∗(δλy) =

δτ(λy) by (3.5), we deduce from the last equality that

(3.9) δτ(λy) = aδτ(y) + bδτ(iy) (λ = a+ ib ∈ T).

It follows from Lemma 2.24 that there exists µλ ∈ T such that τ(λy) = µλτ(y) for each λ ∈ T.
Having in mind that δτ(λy) = δµλτ(y) = µλδτ(y) for λ ∈ T, we can rewrite the equality (3.9) as

(3.10) µλδτ(y) = aδτ(y) + bµiδτ(y) (λ = a+ ib ∈ T).

Entering λ0 = (1− i)/
√
2 ∈ T into (3.10), we obtain

µλ0δτ(y) =
1√
2
δτ(y) −

1√
2
µiδτ(y).

We take f0 ∈ CT
0 (X) with f0(τ(y)) = 1. Evaluating the last equality at f0, we obtain

√
2 = |

√
2µλ0f0(τ(y))| = |f0(τ(y))− µif0(τ(y))| = |1− µi|.

We derive from µi ∈ T that µi = i or −i. Hence, we derive from τ(iy) = µiτ(y) that

τ(iy) = iτ(y) or τ(iy) = −iτ(y). There exists ε(y) ∈ {±1} such that τ(iy) = ε(y)iτ(y) for

each y ∈ Y . Because δµλτ(y) = µλδτ(y) for λ ∈ T, we have

µiδτ(y) = δµiτ(y) = δτ(iy) = δε(y)iτ(y) = ε(y)iδτ(y),

and thus, µiδτ(y) = ε(y)iδτ(y). We deduce from (3.10) that

µλδτ(y) = (a+ ε(y)ib)δτ(y) = λε(y)δτ(y)

for all λ = a + ib ∈ T. We choose f1 ∈ CT
0 (X) such that f1(τ(y)) = 1. Evaluating the last

equality at f1, we obtain µλ = λε(y). By the choice of µλ ∈ T, τ(λy) = µλτ(y) = λε(y)τ(y) for

all λ ∈ T. Since y ∈ Y is arbitrarily chosen, the proof is complete. □

We are now in position to determine the form of surjective real linear isometries between

two CT
0 (X) spaces. We denote by [z]1 = 1 and [z]−1 = z for z ∈ C.

Lemma 2.26. If T : CT
0 (X) → CT

0 (Y ) be a surjective real linear isometry, then there exist

a homeomorphism τ : Y → X and a T-invariant clopen subset D of Y satysfing

T (f)(y) = f(τ(y)), τ(λy) = λτ(y) (f ∈ CT
0 (X), λ ∈ T, y ∈ D) and

T (f)(y) = f(τ(y)), τ(λy) = λτ(y) (f ∈ CT
0 (X), λ ∈ T, y ∈ Y \D).
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Proof. Let τ : Y → X be a homeomorphism induced by T∗ : CT
0 (Y )∗ → CT

0 (X)∗ and

ε : Y → {±1} a function as in Lemma 2.25. Take y ∈ Y , f ∈ CT
0 (X) arbitrarily and fix them.

Entering η = δy, δiy into (3.4) respectively, we get the following two equalities;

T∗(δy)(f) = Re
(
δy(T (f))

)
− iRe

(
δy(T (if))

)
,

T∗(δiy)(f) = Re
(
δiy(T (f))

)
− iRe

(
δiy(T (if))

)
.

Taking the real part in the above two equalities, we obtain

Re
(
T∗(δy)(f)

)
= Re

(
δy(T (f))

)
and Re

(
T∗(δiy)(f)

)
= Re

(
δiy(T (f))

)
.

By the equality (3.5), we can rewrite the last two equalities as

(3.11) Re
(
f(τ(y))

)
= Re

(
T (f)(y)

)
and Re

(
f(τ(iy))

)
= Re

(
iT (f)(y)

)
.

Having in mind that τ(iy) = ε(y)iτ(y) by Lemma 2.25, we infer from Re(iz) = −Im(z) for

z ∈ C with the second equality in (3.11) that

−Im(T (f)(y)) = Re(iT (f)(y)) = Re(f(τ(iy))) = Re(ε(y)if(τ(y))) = −ε(y)Im(f(τ(y))).

Consequently, Im(T (f)(y)) = ε(y)Im(f(τ(y))). Combining the last equality with the first

equality in (3.11), we obtain

T (f)(y) = Re
(
T (f)(y)

)
+ iIm

(
T (f)(y)

)
= Re

(
f(τ(y))

)
+ ε(y)iIm

(
f(τ(y))

)
= [f(τ(y))]ε(y),

and thus, T (f)(y) = [f(τ(y))]ε(y). Because y ∈ Y and f ∈ CT
0 (X) are arbitrary, we have

(3.12) T (f)(y) = [f(τ(y))]ε(y) (f ∈ CT
0 (X), y ∈ Y ).

We set D = {y ∈ Y : ε(y) = 1}. Having in mind that ε(Y ) = {1,−1}, we see that

Y \ D = {y ∈ Y : ε(y) = −1}. We shall prove that ε : Y → {±1} is continuous and the

subset D is a T-invariant clopen subset of Y in the rest part.

Now, we prove that ε : Y → {±1} is continuous on Y . Let y0 ∈ Y and fix it. We

take any net {yγ}γ∈Γ in Y which converges to y0. Choose g ∈ CT
0 (Y ) with g(y0) = 1. Since

T : CT
0 (X) → CT

0 (Y ) is surjective, there exists f ∈ CT
0 (X) such that T (f) = g. We deduce

from (3.12) that

T (if)(y) = [if(τ(y))]ε(y) = ε(y)i[f(τ(y))]ε(y) = ε(y)iT (f)(y) = ε(y)ig(y),
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and hence, T (if)(y) = ε(y)ig(y) for all y ∈ Y . Having in mind that limγ∈Γ yγ = y0 with

g(y0) = 1, we may assume that g(yγ) 6= 0 for all γ ∈ Γ. It follows from the last equality that

lim
γ∈Γ

ε(yγ) = lim
γ∈Γ

i
T (if)(yγ)

g(yγ)
= i

T (if)(y)

g(y)
= ε(y).

Therefore, we conclude that ε : Y → {±1} is continuous. Because ε : Y → {±1} is a

continuous function on Y , we see that D and Y \ D are closed subset in Y , and hence, the

subset D is a clopen subset in Y .

Finally, we prove that the subset D is T-invariant. Let y0 ∈ D and fix it. Choose λ ∈ T
arbitrarily. It follows from Lemma 2.25 with ε(y0) = 1 that τ(λy0) = λ0τ(y0) and τ((iλ)y0) =

iλτ(y0). Having in mind that iε(λy0)τ(λy0) = τ(i(λy0)) by Lemma 2.25, these two equalities

imply that

ε(λy0)iτ(λy0) = iε(λy0)τ(λy0) = τ((iλ)y0) = (iλ)τ(y0) = i(λτ(y0)) = iτ(λy0),

and thus, ε(λy0)iτ(λy0) = iτ(λy0). This implies that ε(λy0)iδτ(λy0) = iδτ(λy0), where we have

used µδτ(y0) = δµτ(y0) for µ ∈ T. We take g ∈ CT
0 (X) such that g(τ(λy0)) = i, and then, we

derive from ε(λy0)iδτ(λy0) = iδτ(λy0) that ε(λy0) = ε(λy0)iδτ(λy0)(g) = iδτ(λy0)(g) = 1. Since

λ ∈ T is arbitrarily chosen, we conclude that ε(λy0) = 1 for all λ ∈ T. This shows that

T{y0} ⊂ D for every y0 ∈ D. Therefore, we conclude that the clopen subset D is T-invariant.
The proof is complete. □

Let us continue with a rudimentary continuous triple functional calculus in our setting.

Let BC denote the closed unit ball of C, regarded as principal T-bundle. For each f ∈ CT
0 (X)

with ‖f‖ ≤ 1 and each h in CT
0 (BC) = {h ∈ C(BC) : h(0) = 0, h(λζ) = λh(ζ), λ ∈ T, ζ ∈ BC},

the composition h ◦ f lies in CT
0 (X), and it will be denoted by ht(f) = h ◦ f . This coincides

with the so-called continuous triple functional calculus in the wider setting of JB∗-triples. For

each n ∈ N ∪ {0}, we define hn : BC → C by hn(ζ) = |ζ|2nζ for ζ ∈ BC. We observe that

(hn)t(f) = f [2n+1] for each f in the closed unit ball of CT
0 (X).

Let (CT
0 (X))1 be the closed unit ball of CT

0 (X). A face V of (CT
0 (X))1 is a convex subset

of (CT
0 (X))1 such that if f1, f2 ∈ (CT

0 (X))1 with (f1 + f2)/2 ∈ F , then f1, f2 ∈ F . The next

result is a type of concretized version of [24, Lemma 3.3].

Lemma 2.27. Let V be a norm-closed face of (CT
0 (X))1, where X is a principle T-bundle,

and let h be a function in the closed unit ball of CT
0 (BC) such that h is the identity on T. Then,

for all elements f in V , the element ht(f) lies in V .
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Proof. Since each h ∈ CT
0 (BC) satisfies h(λζ) = λh(ζ) for λ ∈ T and ζ ∈ BC, the values

of h on the interval [0, 1] determine the whole function h. We can now repeat, almost literally

the argument in [24, Lemma 3.3]. Choose a positive ϵ < 1/2 and fix it. Let hϵ and gϵ denote

the functions in CT
0 (BC) whose restrictions to [0, 1] are given by

hϵ(t) =



0, 0 ≤ t ≤ ϵ/2,
2
ϵ
h(ϵ)t− h(ϵ), ϵ/2 ≤ t ≤ ϵ,

h(t), ϵ ≤ t < 1− ϵ,(
2
ϵ
(1− t)− 1

)
h(1− ϵ) + 2

ϵ
(t− 1) + 2, 1− ϵ ≤ t ≤ 1− ϵ/2,

1, 1− ϵ/2 ≤ t ≤ 1

and

gϵ(t) = (1− ϵ

2
)−1(t− ϵ

2
hϵ), t ∈ [0, 1],

respectively. Having in mind that |hϵ(t)| ≤ 1 and h(λt) = λh(t) for t ∈ (0, 1] and λ ∈ T, we
observe that hϵ ∈ (CT

0 (BC))1.

Next, we show that gϵ ∈ (CT
0 (BC))1. Since the values of gϵ on the interval [0, 1] determine

the values of gϵ on BC, it is enough to consider only in the case that t ∈ [0, 1]. Let t ∈ [0, 1]

and fix it. If t ∈ [0, ϵ/2] ∪ [1 − ϵ/2, 1], then hϵ(t) = 0 or 1. By the definition of gϵ, we infer

from ϵ < 1/2 that

|t− hϵ(t)| ≤ max{ϵ, (1− ϵ

2
)} ≤ 1− ϵ

2
.

We assume that t ∈ [ϵ/2, 1− ϵ], and then, it follows from hϵ ∈ (CT
0 (BC))1 and t ≤ 1− ϵ that

|t− ϵ

2
hϵ(t)| ≤ t+

ϵ

2
≤ 1− ϵ

2
.

Finally, we consider the case that t ∈ [1 − ϵ, 1 − ϵ/2]. Then it follows from −1 ≤ −t − ϵ/2 ≤
ϵ/2− 1 that

|t− ϵ

2
hϵ(t)| = |(1− t− ϵ

2
)h(1− ϵ) + 1− ϵ| ≤ |1− t− ϵ

2
|+ (1− ϵ) ≤ 1− ϵ

2
.

Therefore, we conclude that |gϵ(t)| ≤ 1 for all t ∈ [0, 1], and thus, gϵ ∈ (CT
0 (BC))1.

By the definition of gϵ, we have (1 − ϵ/2)gϵ + (ϵ/2)hϵ = idBC , where idBC : BC → BC is

the identity map on BC. Having in mind that (gϵ)t(f) = gϵ ◦ f and (hϵ)t(f) = hϵ ◦ f are in

(CT
0 (X))1, we obtain

(1− ϵ

2
)(gϵ)t(f) +

ϵ

2
(hϵ)t(f) = f.

Since V is a face of (CT
0 (X))1, we see that (hϵ)t(f) ∈ V for each 0 < ϵ < 1/2.

According to the definition of hϵ, ‖h − hϵ‖∞ tends to zero when ϵ tends to zero. In fact,

we choose d > 0 arbitrarily. Because h is uniformly continuous on BC, there exists ϵ1 > 0 such
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that if 0 < ϵ < min{ϵ1, 1/2}, then |h(s)− h(t)| < d for every s, t ∈ [0, 1] with |s− t| ≤ ϵ. Let

t ∈ [0, 1] and fix it. If t ∈ [0, ϵ/2], then |h(t) − hϵ(t)| = |h(t) − 0| = |h(t) − h(0)| < d. We

assume that t ∈ [ϵ/2, ϵ]. We note that 1 ≤ (2/ϵ)t ≤ 2 from t ∈ [ϵ/2, ϵ]. It follows from the

choice of ϵ that

|h(t)− hϵ(t)| = |h(t)−
(2
ϵ
t− 1

)
h(ϵ)| ≤ |h(t)− h(ϵ)|+

(
2− 2

ϵ

)
|h(ϵ)− h(0)| < 2d,

and thus, |h(t) − hϵ(t)| < 2d. By a similar calculation, we obtain |h(t) − hϵ(t)| < 2d when

t ∈ [1 − ϵ, 1 − ϵ/2]. Finally, we consider the case that t ∈ [1 − ϵ/2, 1]. It follows from

hϵ(t) = 1 = h(1) that |h(t)−hϵ(t)| = |h(t)−h(1)| < d. Because |h(t)−hϵ(t)| = 0 for t ∈ [ϵ, 1−ϵ],
we deduce from the above argument that ‖h− hϵ‖∞ < 2d for all 0 < ϵ < min{ϵ1, 1/2}. Hence,
we conclude that ‖h − hϵ‖∞ → 0 as ϵ → 0. Since V is a norm-closed face of (CT

0 (X))1, it

follows from (hϵ)t(f) ∈ V for any ϵ ∈ (0, 1/2) that ht(f) ∈ V . □

CT
0 (X) spaces lack of peaking functions, since for each f ∈ S(CT

0 (X)), we have T ⊆ f(X).

We can combine the description in (3.1) with the facial theory of JB∗-triples in [24] to determine

the maximal proper faces of the closed unit ball of CT
0 (X), however we prioritize a self-contained

argument for function spaces more accessible for a wider audience.

Pick x0 ∈ X with x0 /∈ (T\{1})x0 and µ ∈ T. We shall define the set

V X
µ,x0

:= {f ∈ S(CT
0 (X)) : f(x0) = µ}.

According to Remark 2.21, we observe that the set Vµ,x0 is non-empty.

Let E be a Banach space. As observed by R. Tanaka in [71, Lemma 3.3] and [72, Lemma

3.2], Eidelheit’s separation theorem or the geometric Hahn-Banach theorem can be employed

to deduce that a convex subset C ⊆ S(E) is a maximal convex subset if and only if it is a

maximal norm closed proper face of the closed unit ball, (E)1, of E.

We give next a concrete description of the norm closed faces of (CT
0 (X))1. The conclusion

can be also derived from the study of norm closed faces of the closed unit ball of a general JB∗-

triple [24] and a good knowledge on the minimal tripotents in the second dual and its relation

with the extreme point of the closed unit ball of the first dual. For the sake of simplicity, we

include here an alternative argument with techniques of function algebras.

Lemma 2.28. Let X be a principal T-bundle. Then every maximal convex subset (equiva-

lently, each maximal proper norm closed face) of the closed unit ball of CT
0 (X) is of the form

V X
1,x0

:= {f ∈ S(CT
0 (X)) : f(x0) = 1},
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for some x0 ∈ X.

Proof. Let V be a maximal convex subset of S(CT
0 (X)). By [38, Lemma 3.5], there exists

η ∈ ext(CT
0 (X)∗)1 such that

(3.13) V = η−1(1) ∩ S(CT
0 (X)).

Since X is a principal T-bundle, It follows from (3.2) that η = δx0 for some x0 ∈ X. Combining

(3.13) with η = δx0 , we obtain V = {f ∈ S(CT
0 (X)) : f(x0) = 1} = V1,x0 .

Conversely, we prove that V1,x0 is a maximal convex subset of S(CT
0 (X)∗) for all x0. Let

x0 ∈ X and fix it. By Zorn’s lemma, there exists a maximal norm closed proper face V

of (CT
0 (X))1 such that V1,x0 ⊂ V. We suppose that there exists f1 ∈ V \ V1,x0 . By Remark

2.21, we can choose f2 ∈ V1,x0 . It follows from f1 ∈ V \ V1,x0 and the convexity of V that

the function f = (f1 + f2)/2 ∈ V satisfies |f(x0)| < δ < 1 for an appropriate δ. The set

U = {x ∈ X : |f(x)| < δ} is a T-invariant open neiborhood of x0, because f ∈ CT
0 (X). As

we commented after Remark 2.21, we can find h ∈ CT
0 (X) with ‖h‖∞ = 1, h(x0) = 1, and

h|X\U ≡ 0.

Let k̃ be a function defined by

k̃(t) =

{
0, 0 ≤ t ≤ δ,
1

1−δ (t− δ), δ < t ≤ 1.

We define a function k : BC → C by k̃(0) = 0 and k(λt) = λk̃(t) for t ∈ (0, 1] and λ ∈ T.
Lemma 2.27 assures that kt(f) = k ◦ f ∈ V . We put h1 = (h+ kt(f))/2. Having in mind that

k(f(x)) = 0 for all x ∈ U , we see that kt(f)|U ≡ 0. Since h|X\U ≡ 0, it can be easily seen that

kt(f)h = 0. This implies that ‖h1‖∞ = ‖(h+kt(f))/2‖∞ = max
{
‖h/2‖∞, ‖kt(f)/2‖∞

}
= 1/2.

We note that h ∈ V1,x0 by the choice of h. Since V is a face which contains V1,x0 , h1 =

(h + kt(f))/2 ∈ V . It follows from (1/2)0 + (1/2)(2h1) = h1 with 0, 2h1 ∈ (CT
0 (X))1 that

0 ∈ V . Because (f + (−f))/2 = 0 ∈ V for all f ∈ (CT
0 (X))1, we conclude that V = (CT

0 (X))1.

This contradicts that V is proper. Hence, we must have V1,x0 is a maximal norm closed proper

face of (CT
0 (X))1. By [71, Lemma 3.3], V1,x0 is a maximal convex subset of S(CT

0 (X)). □

Labelling the maximal convex subsets, V X
µ,x0

, of the unit sphere of CT
0 (X) in terms of

pairs (µ, x0) with µ ∈ T and x0 ∈ X does not produce an unambiguous association because

V X
µ,x0

= V X
λµ,λx0

for all λ ∈ T. To avoid repetitions, let us consider the following property: a

non-empty subset S of a principal T-bundle X satisfies the non-overlapping property if for

each t ∈ S we have S ∩ Tt = {t}. Thanks to Zorn’s lemma, we can always find a maximal
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non-overlapping subset X0 of X. Let us observe that in this case, TX0 = X, actually, for

each t ∈ X there exist unique t0 ∈ X0 and µ ∈ T such that t = µt0. Consequently, the set

{δt0 : t0 ∈ X0} is norming. Furthermore, the set

{V X
µ,x0

: µ ∈ T, x0 ∈ X0}

covers all possible proper maximal convex subsets of S(CT
0 (X)). Actually, we take arbitrary

maximal convex subset V of S(CT
0 (X)). it follows from Lemma 2.28 that V = V X

1,x for some

x ∈ X. Since X = TX0, there exist unique µ ∈ T and x0 ∈ X0 such that x = µx0. This shows

that V = V X
1,µx0

= V X
µ,x0

. According to the above argument, we obtain the following;

(3.14) there exist unique µ ∈ T and x0 ∈ X0 such that V = V X
µ,x0

for each proper maximal convex subset V of S(CT
0 (X)).

An alternative proof for Lemma 2.28 can be deduced from [71, Lemma 3.3] (see also [38,

Lemma 3.1].

The main result of this section is a solution to Tingley’s problem in the case of abelian

JB∗-triples.

Theorem 2.29. Let X and Y be two principal T-bundles. Then each surjective isometry

∆ : S(CT
0 (X)) → S(CT

0 (Y )) extends to a surjective real linear isometry T : CT
0 (X) → CT

0 (Y ).

Furthermore, there exist a T-invariant clopen subset D ⊆ Y and a homeomorphism ϕ :

Y → X satisfying

∆(f)(x) = f(ϕ(x)), ϕ(λx) = λϕ(x) (f ∈ S(CT
0 (X)), λ ∈ T, x ∈ D), and

∆(f)(x) = f(ϕ(x)), ϕ(λx) = λϕ(x) (f ∈ S(CT
0 (X)), λ ∈ T, x ∈ X \D).

Consequently, there exists a surjective isometry T : CT
0 (X) → CT

0 (Y ) such that T |CT
0 (D) is

complex linear, T |CT
0 (X\D) is conjugate-linear and T (f) = ∆(f) for all f ∈ S(CT

0 (X)).

The proof will be given after a series of technical lemmas. Let us begin by recalling a key

result in the techniques developed to study the problem of extension of isometries which is

essentially due to L. Cheng and Y. Dong [14, Lemma 5.1] and R. Tanaka [71] (see also [70,

Lemma 3.5], [73, Lemmas 2.1 and 2.2]).

Proposition 2.30. ([14, Lemma 5.1], [71, Lemma 3.3], [70, Lemma 3.5]) Let ∆ : S(E) →
S(F ) be a surjective isometry between the unit spheres of two Banach spaces, and let M be a

convex subset of S(E). Then M is a maximal proper face of BE (equivalently, a maximal convex
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subset of S(E)) if and only if ∆(M) is a maximal proper (closed) face of BF (equivalently, a

maximal convex subset of S(F )).

The next corollary is a consequence of Proposition 2.30 and Lemma 2.28.

Corollary 2.31. Let X and Y be two principal T-bundles and ∆ : S(CT
0 (X)) → S(CT

0 (Y ))

a surjective isometry. For each x ∈ X, there exist elements y ∈ Y such that

∆(FX
1,x) = F Y

1,y.

We have already given some arguments showing that the element (1, y) ∈ T × Y in the

conclusion of the previous corollary need not be unique. To avoid the problem we consider the

next lemma.

Lemma 2.32. Let X and Y be two principal T-bundles and X0 a maximal non-overlapping

subset of X. We assume that ∆ : S(CT
0 (X)) → S(CT

0 (Y )) a surjective isometry. For each x0

in X0, there exists a unique y0 = τ(x0) ∈ Y satisfying

∆(V X
1,x0

) = V Y
1,τ(x0)

.

The mapping τ : X0 → Y is well-defined and injective.

Proof. By Corollary 2.31, there exists y0 ∈ Y such that

(3.15) ∆(V X
1,x0

) = V Y
1,y0

.

We prove that the element y0 ∈ Y satisfying the identity in (3.15) is unique. Indeed, if

V Y
1,y0

= V Y
1,y1

for y1 /∈ Ty0, then we can find a function g ∈ S(CT
0 (Y )) with g(y1) = 1 and

g(y0) = 0 by Remark 2.21 with Lemma 2.22, which is impossible. Hence, y1 = µy0 for

some µ ∈ T. We choose some g ∈ V Y
1,y0

. It follows from V Y
1,y0

= V Y
1,y1

with y0 = µy1 that

1 = g(y0) = g(µy1) = µg(y1) = µ, and hence, y0 = y1. We set ϕ(x0) = y0 with the element y0

given by (3.15). The rest is clear from the previous arguments. □

Henceforth we fix a surjective isometry ∆ : S(CT
0 (X)) → S(CT

0 (Y )), where X and Y are

two principal T-bundles, a maximal non-overlapping subset X0 ⊆ X and the injective mapping

τ : X0 → Y given by Lemma 2.32.

The next step in our strategy isolates a crucial property of τ .

Lemma 2.33. Let x0 be an element in X0, and let f be an element in S(CT
0 (X)) satisfying

f(x0) = 0. Then ∆(f)(τ(x0)) = 0.
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Proof. Let idBC : BC → C be the identity function defined by idBC(z) = z for each z ∈ BC.

For each 0 < ϵ < 1/2, let φϵ denotes the functions in CT
0 (BC) whose restrictions to [0, 1] are

given by

φϵ(t) =



0, 0 ≤ t ≤ ϵ/2,

2t− ϵ, ϵ/2 ≤ t ≤ ϵ,

t, ϵ ≤ t < 1− ϵ,

2t− (1− ϵ), 1− ϵ ≤ t ≤ 1− ϵ/2,

1, 1− ϵ/2 ≤ t ≤ 1.

According to the definition of φϵ, it is easy to check that |idBC(t)− φϵ(t)| = |t− φϵ(t)| < ϵ for

all t ∈ [0, 1]. This implies that ‖idBC − φϵ‖∞ tends to 0 as ϵ→ 0.

Since f ∈ S(CT
0 (X)), there exists x1 ∈ X0 such that f ∈ V1,x1 . It is easy to check that V1,x1

is a norm closed face of (CT
0 (X))1 by Lemma 2.28 with Proposition 2.30. Having in mind that

φϵ|T = idT for any ϵ ∈ (0, 1/2), it follows from Lemma 2.27 that (φϵ)t(f) = φϵ ◦f ∈ V1,x1 , since

V1,x1 is a norm closed face of (CT
0 (X))1. Taking a sequence (an)

∞
n=1 in (0,1/2) which converges

to 0, we set fn = (φan)t(f) = φan◦f ∈ V1,x1 for each n ∈ N. Because limn→∞ ‖idBC−φan‖∞ = 0

from the above argument, we see that

(3.16) lim
n→∞

‖f − fn‖∞ = lim
n→∞

‖idBC ◦ f − φan ◦ f‖∞ = 0.

We choose n ∈ N arbitrarily and fix it. Put Un = {x ∈ X : |fn(x)| < an/2}. Since

fn(x0) = φan(f(x0)) = 0 and fn ∈ S(CT
0 (X)), the subset Un is a T-invariant open neiborhood

of x0. We deduce from the definition of φan that fn(x) = 0 for x ∈ Un, and thus, fn|Un ≡ 0. By

Remark 2.21, we can choose a function hn ∈ S(CT
0 (X)) satisfying hn(x0) = 1 and hn|X\Un ≡ 0.

It is clear that hn ∈ V X
1,x0

and ‖fn ± hn‖∞ = 1, since f |Un ≡ 0 and h|X\Un ≡ 0. By [56,

Proposition 2.3(a)], we have ∆(−V X
1,x0

) = −∆(V X
1,x0

). Therefore, there exists kn ∈ V X
1,x0

such

that −∆(kn) = ∆(−hn). It follows from Lemma 2.32 that ∆(V X
1,x0

) = V Y
1,τ(x0)

. This implies that

∆(−hn) = −∆(kn) ∈ −V Y
1,τ(x0)

, and hence, ∆(−hn)(τ(x0)) = −∆(kn)(τ(x0)) = −1. Because

∆ : S(CT
0 (X)) → S(CT

0 (Y )) is an isometry, we deduce from ‖fn ± hn‖∞ = 1 that

|∆(fn)(τ(x0)) + 1| = |∆(fn)(τ(x0))−∆(−hn)(τ(x0))| ≤ ‖∆(f)−∆(−hn)‖∞

= ‖fn − (−hn)‖∞ = 1,

|∆(fn)(τ(x0))− 1| = |∆(fn)(τ(x0))−∆(hn)(τ(x0))| ≤ ‖∆(fn)−∆(hn)‖∞

= ‖fn − hn‖∞ = 1.
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Consequently, we obtain |∆(fn)(τ(x0)) + 1| ≤ 1 and |∆(fn)(τ(x0)) − 1| ≤ 1. These two in-

equalities show that ∆(fn)(τ(x0)) = 0. Since n ∈ N is arbitrarily chosen and ∆ : S(CT
0 (X)) →

S(CT
0 (Y )) is an isometry, we deduce from (3.16) that ∆(f)(τ(x0)) = limn→∞ ∆(fn)(τ(x0)) = 0.

The proof is complete. □

Lemma 2.34. The set Y0 = {τ(x0) : x0 ∈ X0} is a maximal non-overlapping subset of Y ,

and hence, the set {δy : y ∈ Y0} is norming in CT
0 (Y ). Furthermore, the mapping τ : X0 → Y0

is a bijection satisfying

∆(V X
1,x0

) = V Y
1,τ(x0)

for all x0 ∈ X0,

and τ−1 is precisely the mapping given by Lemma 2.32 for ∆−1 and Y0.

Proof. We shall first show that Y0 is non-overlapping. Let x1 ∈ X0 and fix it. We choose

x2 ∈ X0 with x1 6= x2. Since τ : X0 → Y is injective, we have τ(t1) 6= τ(t2) in Y0. Having in

mind that X0 is non-overlapping, we can find f ∈ V X
1,x1

with f(x2) = 0 (cf. Remark 2.21). It

follows from Lemma 2.32 that ∆(f) ∈ V Y
1,τ(x1)

, and thus, ∆(f)(τ(x1)) = 1. On the other hand,

Lemma 2.33 implies that ∆(f)(τ(x2)) = 0, which implies that τ(x2) /∈ T{τ(x1)}. Because

x2 ∈ X0 \ {x1} is arbitrarily chosen, we conclude that Y0 ∩ T{τ(x1)} = {τ(x1)}. This shows

that Y0 is non-overlapping.

Thanks to Zorn’s lemma, there exists a maximal non-overlapping subset Ỹ0 of Y such that

Y0 ⊂ Ỹ0. Applying Lemma 2.32 to ∆−1 and Ỹ0, we deduce the existence of an injective mapping

σ : Ỹ0 → X satisfying

(3.17) ∆−1(V Y
1,y0

) = V X
1,σ(y0)

for all y0 ∈ Ỹ0. By the first part of our argument, applied to ∆−1 and Ỹ0, we know that σ(Ỹ0)

must be non-overlapping subset of X and contains X0. The maximality of X0 implies that

σ(Ỹ0) = X0, and thus, σ : Ỹ0 → X0 is a bijective map.

Next, we prove that σ(τ(x0)) = x0 for x0 ∈ X0. Choose x0 ∈ X0 arbitrarily and fix it. We

infer from Lemma 2.32 that ∆(V X
1,x0

) = V Y
1,τ(x0)

. Combining (3.17) with the last equality, we

obtain

V1,σ(τ(x0)) = ∆−1(V Y
1,τ(x0)

) = V X
1,x0

.

According to Remark 2.21, we must have σ(τ(x0)) ∈ T{x0}. We derive from σ(τ(x0)) ∈ T{x0}
with σ(τ(x0)), x0 ∈ σ(Ỹ0) that σ(τ(x0)) = x0. Since x0 ∈ X0 is arbitrarily chosen, we conclude

that σ(τ(x0)) = x0 for all x0 ∈ X0.
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Finally, we show that Y0 is a maximal non-overlapping subset and σ = τ−1. Suppose that

there exists y1 ∈ Ỹ0\Y0. It follows from (3.17) that

(3.18) ∆−1(V Y
1,y1

) = V X
1,σ(y1)

.

We put y2 = τ(σ(y1)) ∈ Y0 ⊂ Ỹ0. Having in mind that Ỹ0 is non-overlapping, y1 ∈ Ỹ0 \ Y0
and y2 ∈ Y0, we see that y2 /∈ T{y1}. By Remark 2.21, we can find g ∈ V Y

1,y1
vanishing at y2.

Lemma 2.33, applied to ∆−1, g and y2, implies that ∆−1(g)(σ(y2)) = 0. Since σ(τ(x0)) = x0

for all x0 ∈ X0, we obtain σ(y2) = σ(τ(σ(y1))) = σ(y1), and hence, ∆−1(g)(σ(y1)) = 0.

On the other hand, we infer from (3.18) with g ∈ V Y
1,y1

that ∆−1(g) ∈ V X
1,σ(y1)

, and hence

1 = ∆−1(g)(σ(y1)) = 0, leading to a contradiction. We must have Y0 = Ỹ0, which shows that

Y0 is a maximal non-overlapping subset of Y . Applying the argument in the last paragraph

to τ and σ, we obtain τ(σ(y0)) = y0 for y0 ∈ Y0. Therefore, we derive from σ(τ(x0)) = x0 for

x0 ∈ X0 that σ = τ−1. □

Having in mind that X0 and Y0 are maximal non-overlapping subsets of X and Y , each

maximal convex subset of S(CT
0 (X)) and S(CT

0 (Y )) can be labelled by T × X0 and T × Y0,

respectively in the next lemma.

Lemma 2.35. Let X0 and Y0 be as in Lemma 2.34. There exist two maps ϕ : T×X0 → Y0

and α∆ : T×X0 → T such that

∆(V X
λ,x) = V Y

α∆(λ,x),ϕ(λ,x) ((λ, x) ∈ T×X0).

Proof. Let (λ, x) ∈ T × X0 and fix it. Having in mind that V X
λ,x = V X

1,λx
, we see that

V X
λ,x is a proper maximal convex subset of S(CT

0 (X)) by Lemma 2.28. It follows from Lemma

2.30 that ∆(V X
λ,x) is also a proper maximal convex subset of S(CT

0 (Y )). Since Y0 is a maximal

non-overlapping subset of Y0, there exists (µ, y) ∈ T × Y0 uniquely such that ∆(V X
λ,x) = V Y

µ,y

by (3.14). Set µ = α∆(λ, x) and y = ϕ(λ, x). Since (λ, x) ∈ T × X0 is arbitrary chosen, the

mappings α∆ : T×X0 → T and ϕ : T×X0 → Y0 are well defined and satisfy

∆(V X
λ,x) = V Y

α∆(λ,x),ϕ(λ,x)

for any (λ, x) ∈ T×X0. □

Lemma 2.36. The mappings α∆ and ϕ satisfy

α∆(−λ, x) = −α∆(λ, x), and ϕ(−λ, x) = ϕ(λ, x),

for all λ ∈ T and x ∈ X0.
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Proof. A new application of [56, Proposition 2.3(a)] with Lemma 2.35 gives

V Y
α∆(−λ,x),ϕ(−λ,x) = ∆(V X

−λ,x) = ∆(−V X
λ,x) = −∆(V X

λ,x)

= −V Y
α∆(λ,x),ϕ(λ,x) = V Y

−α∆(λ,x),ϕ(λ,x),

and thus,

(3.19) V Y
α∆(−λ,x),ϕ(−λ,x) = V Y

−α∆(λ,x),ϕ(λ,x).

Suppose that ϕ(−λ, x) 6= ϕ(λ, x) in Y0. Since Y0 is a non-overlapping subset of Y , T{ϕ(−λ, x)}∩
T{ϕ(λ, x)} is empty. By Remark 2.21 with Lemma 2.22, there exists a function g0 in V

Y
α∆(−λ,x),ϕ(−λ,x)

vanishing at ϕ(λ, x), contradicting the equality (3.19). Therefore ϕ(−λ, x) = ϕ(λ, x) and

α∆(−λ, x) = −α∆(λ, x). □

Proposition 2.37. The identity

ϕ(λ, x) = ϕ(1, x) = τ(x)

hold for all λ ∈ T and x ∈ X0.

Proof. Let x ∈ X0 and fix it. We note that τ(x) ∈ Y0 and Y0 is a maximal overlapping

subset of Y by Lemma 2.34. Combining Lemmas 2.32 and 2.35, we obtain

V Y
α∆(1,x),ϕ(1,x) = ∆(V X

1,x) = V Y
1,τ(x).

We note that τ(x) ∈ Y0 and Y0 is a maximal overlapping subset of Y by Lemma 2.34. Applying

the same argument in the proof of Lemma 2.36 to the above equality, we have ϕ(1, x) = τ(x).

Next, we prove that ϕ(λ, x) = ϕ(1, x) for all λ ∈ T. Suppose that ϕ(λ0, x) 6= ϕ(1, x) for some

λ0 ∈ T with Re(λ0) ≤ 0. Let us observe that ϕ(λ0, x), ϕ(x) ∈ Y0 and the subset Y0 is a maximal

non-overlapping set of Y . Thus, the subset T{ϕ(λ0, x)}∩T{ϕ(1, x)} is empty. By Lemma 2.22,

we can find two open disjoint neighborhoods of these two points, and hence it follows from

Remark 2.21 that there exist two functions g1, g2 ∈ S(CT
0 (Y )) such that g1 ∈ F Y

α∆(λ,x),ϕ(λ,x) and

g2 ∈ F Y
α∆(1,x),ϕ(1,x) with ‖g1 ± g2‖ = 1. It follows from Lemma 2.35 that f1 = ∆−1(g1) ∈ V X

λ0,x

and f2 = ∆−1(g2) ∈ V X
1,x. Since ∆ : S(CT

0 (X)) → CT
0 (Y ) is an isometry, we deduce from

Re(λ0) ≤ 0 that

√
2 < |λ0 − 1| = |f1(x)− f2(x)| ≤ ‖f1 − f2‖ = ‖∆(f1)−∆(f2)‖ = ‖g1 − g2‖ = 1,

which is impossible. Hence, we must have ϕ(λ0, x) = ϕ(1, x0) for all λ0 ∈ T with Re(λ0) ≤ 0.
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We consider that case that λ ∈ T with Re(λ) > 0. We note that ϕ(λ0, x) = ϕ(−λ0, x)
by Lemma 2.36. It follows from the argument in the last paragraph with Re(−λ0) < 0 that

ϕ(λ0, x) = ϕ(−λ0, x) = ϕ(1, x). Therefore, we conclude that ϕ(λ, x) = ϕ(1, x) for all λ ∈ T. □

For simplicity of notation, we shall write ϕ(λ, x) = ϕ(x) for all λ ∈ T and x ∈ X0. This is

well defined by Proposition 2.37. We can rewrite the identity in Lemma 2.35 as

(3.20) ∆(V X
λ,x) = V Y

α∆(λ,x),ϕ(x) ((λ, x) ∈ T×X0).

Applying the same argument to ∆−1 : S(CT
0 (Y )) → S(CT

0 (X)) with τ−1 : Y0 → X0, there

exists two maps α∆−1 : T× Y0 → T and ψ : T× Y0 → X0 satisfying

ψ(µ, y) = ψ(1, y) = τ−1(y) ((µ, y) ∈ T× Y0) and

∆−1(V Y
µ,y) = V X

α∆−1 (µ,y),ψ(y)
((µ, y) ∈ T× Y0),(3.21)

where we have rewritten ψ(µ, y) = ψ(y) for all (µ, y) ∈ T× Y0.

In the following two lemmas, we shall prove that α∆(·, x) : T → T and α∆−1(·, ϕ(x)) : T → T
are surjective isometries on T for each x ∈ X0 and ψ : Y0 → X0 is the inverse of ϕ : X0 → Y0.

Lemma 2.38. For each x ∈ X0, the mappings α∆(·, x), α∆−1(·, ϕ(x)) : T → T are bijective

and α∆−1(·, ϕ(x)) is the inverse of α∆(·, x). Moreover, the mapping ϕ : X0 → Y0 is a bijective

map whose inverse is ψ : Y0 → X0.

Proof. Fix an arbitrary x ∈ X0 and λ ∈ T. Combining (3.20) and (3.21), we obtain

V X
λ,x = ∆−1(∆(V X

λ,x)) = ∆−1(V Y
α∆(λ,x),ϕ(x)) = V X

α∆−1 (α∆(λ,x),ϕ(x)),ψ(ϕ(x)),

and thus, V X
λ,x = V X

α∆−1 (α∆(λ,x),ϕ(x)),ψ(ϕ(x)). Since λ ∈ T and x ∈ X0 are arbitrarily chosen, it

follows from (3.14) that

(3.22) α∆−1(α∆(λ, x), ϕ(x)) = λ and ψ(ϕ(x)) = x ((λ, x) ∈ T×X0).

Interchanging the roles of ∆ and ∆−1 in the last paragraph, we infer from (3.20) and (3.21)

that V Y
µ,y = V Y

α∆(α∆−1 (µ,y),ψ(y)),ϕ(ψ(y))
for any µ ∈ T and y ∈ Y0. It follows from (3.14) that

(3.23) α∆(α∆−1(µ, y), ψ(y)) = µ and ϕ(ψ(y)) = y ((µ, y) ∈ T× Y0).

The second equalities in (3.22) and (3.23) assure that ϕ : X0 → Y0 is a bijective map whose

inverse is ψ : Y0 → X0.

For each x ∈ X0, we define two maps αx : T → T and αϕ(x) : T → T by

αx(λ) = α∆(λ, x) and αϕ(x)(µ) = α∆−1(µ, ϕ(x)) (λ, µ ∈ T).
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By the first equality of (3.22), we derive from the definitions of αx and αϕ(x) that

αϕ(x)(αx(λ)) = α∆−1(αx(λ), ϕ(x)) = α∆−1(α∆(λ, x), ϕ(x)) = λ (λ ∈ T).

Having in mind that ψ(ϕ(x)) = x, we infer from the first equality of (3.23) that

αx(αϕ(x)(µ)) = α∆(α∆−1(µ, ϕ(x)), ψ(ϕ(x))) = µ (µ ∈ T).

The last two equalities show that α∆(·, x) = αx : T → T is a bijective map and α∆(·, x)−1 =

α−1
x = αϕ(x) = α∆−1(·, ϕ(x)). □

We can argue as in Lemma 2.19 to deduce that α(·, x) : T → T is an isometric mapping

for each x ∈ X0.

Lemma 2.39. For each x ∈ X0, the mappings α∆(·, x), α∆−1(·, ϕ(x)) : T → T are surjective

isometries.

Proof. Let x ∈ X0 and fix it. We choose λ1, λ2 in T arbitrarily. Take an element f ∈ F1,x,

and then we note that λ1f ∈ V X
λ1,x

and λ2f ∈ V X
λ2,x

. Since ∆(FX
λj ,x

) = F Y
α∆(λj ,x),ϕ(x)

for j = 1, 2

by (3.20), it can be easily seen that

|α∆(λ1, x)− α∆(λ2, x)| = |∆(λ1f)(ϕ(x))−∆(λ2f)(ϕ(x))|

≤ ‖∆(λ1f)−∆(λ2f)‖ = ‖(λ1 − λ2)f‖ = |λ1 − λ2|.

This proves that the mapping α∆(·, x) : T → T is contractive. Replacing ∆ with ∆−1, we

observe that α∆−1(·, ϕ(x)) : T → T is contractive too. Having in mind that α∆−1(·, ϕ(x)) is the
inverse of α∆(·, x) by Lemma 2.38, we get

|λ1 − λ2| = |α∆−1(α∆(λ1, x), ϕ(x))− α∆−1(α∆(λ2, x), ϕ(x))|

≤ |α∆(λ1, x)− α∆(λ2, x)| ≤ |λ1 − λ2|,

and hence, |α∆(λ1, x) − α∆(λ2, x)| = |λ1 − λ2| for all λ1, λ2 ∈ T. Therefore, α∆(·, x) : T →
T is an isometry on T. Interchanging the roles of α∆(·, x) and α∆−1(·, ϕ(x)), we see that

α∆−1(·, ϕ(x)) : T → T is also an isometry. □

It follows from the previous lemma that α∆(·, x) : T → T is a surjective isometry. By the

solution to Tingley’s problem for T = S(C) (see, for example [38]), we conclude that

(3.24) α∆(λ, x) = α∆(1, x)λ (λ ∈ T), or α∆(λ, x) = α∆(1, x)λ (∀λ ∈ T).
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for each x ∈ X0. The just stated property determines a partition of X0 = X+
0 ∪ X−

0 with

respect to the following subsets

X+
0 = {x ∈ X0 : α∆(λ, x) = α∆(1, x)λ (λ ∈ T)},(3.25)

X−
0 = {t0 ∈ X0 : α∆(λ, x) = α∆(1, x)λ (λ ∈ T)}.(3.26)

The continuous triple functional calculus explained before Lemma 2.27 is now applied in

our next technical result.

Lemma 2.40. Let x0 ∈ X0 and f ∈ S(CT
0 (X)) with |f(x)| < 1. Set λ = f(x)

|f(x))| if f(x) 6= 0

and λ = 1 if f(x) = 0. We take ε > 0 arbitrarily and fix it. Then there exist gε ∈ V X
1,x and

fε ∈ S(CT
0 (X)) satisfying fε(x) = f(x), ‖f − fε‖ < ε, and

rfε + (1− r|f(x0)|)λgε ∈ V X
λ,x

for all 0 < r < 1.

Proof. We choose any ϵ > 0 arbitrarily and fix it. The case for f(x0) = 0 is easier.

In this case, it follows from the argument in the proof of Lemma 2.33 that there exists a

sequence fϵ ∈ S(CT
0 (X)) such that fϵ = 0 on some T-invariant open neighborhood Uϵ of

x0 and ‖f − fϵ‖∞ < ϵ. Applying Remark 2.21 to fϵ with Uϵ, there exists gϵ ∈ S(CT
0 (X))

such that gϵ|X\Uϵ = 0 and gϵ(x0) = 1. Because fϵ|Un = 0 and gϵ|X\Un = 0, we observe that

‖rfϵ + gϵ‖∞ = max{r‖fϵ‖∞, ‖gϵ‖∞} = 1 and f(x0) = 0 = fϵ(x0). It follows from fϵ(x0) = 0

and gϵ(x0) = 1 that (rfϵ+ (1− r|f(x0)|)λgϵ)(x0) = λ, and thus rfϵ+ (1− r|f(x0)|)λgϵ ∈ V X
λ,x0

.

Suppose next that 0 < |f(x0)| < 1, and choose a positive ϵ such that |f(x0)| + ϵ < 1 and

0 < |f(x0)| − ϵ. We set Vϵ = {x ∈ X : |f(x)− f(x0)| < ϵ/2} and Wϵ = TVϵ. Having in mind

that TVϵ =
⋃
λ∈T λVϵ and λVϵ is an open subset inX for λ ∈ T, we observe thatWϵ = TVϵ is a T-

invariant open neighborhood of x0. PutKϵ = {x ∈ X : |f(x0)|−ϵ/2 ≤ |f(x)| ≤ |f(x0)|+ϵ/2},
and then, Wϵ is contained in Kϵ. In fact, choose y ∈ Wϵ arbitrarily. There exist λ0 ∈ T and

y0 ∈ Vϵ such that y = λ0y0. It follows from y0 ∈ Vϵ that |f(y)−f(λ0x0)| = |λ0(f(y0)−f(x0))| <
ϵ/2, and thus, |f(y)| < |f(λ0x0)| + ϵ/2 = |f(x0)| + ϵ/2. This implies that y ∈ Kϵ, and hence,

we see that Wϵ ⊂ Kϵ and

(3.27) |f(y)| < |f(x0)|+ ϵ/2 (y ∈ Wϵ).

Let us find, via Remark 2.21, a function gε ∈ FX
1,x0

such that gε|X\Wε ≡ 0.
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We define two maps η1 : [|f(x0)|, |f(x0)|+ϵ/2] → [0, 1] and η2 : [|f(x0)|+ϵ/2, |f(x0)|+ϵ] →
[0, 1] by

η1(s) =
2

ϵ
(s− |f(x0)|) (|f(x0)| ≤ s ≤ |f(x0)|+

ϵ

2
),

η2(s) =
2

ϵ

(
s− (|f(x0)|+

ϵ

2
)
)

(|f(x0)|+
ϵ

2
≤ s ≤ |f(x0)|+ ϵ).

It is easy to check that ηi is a bijective continuous function for i = 1, 2. Let us consider the

following hε ∈ CT
0 (BC) whose values on [0, 1] are the following:

hϵ(s) =



s, 0 ≤ s ≤ |f(x0)|,(
1− η1(s)

)
|f(x0)|+ η1(s)(|f(x0)| − ϵ

2
) |f(x0)| ≤ s ≤ |f(x0)|+ ε/2,

|f(x0)| − ε/2, s = |f(x0)|+ ε/2,(
1− η2(s)

)(
|f(x0)| − ϵ

2

)
+ η2(s)(|f(x0)|+ ϵ) |f(x0)|+ ε/2 ≤ s ≤ |f(x0)|+ ε,

s, |f(x0)|+ ε ≤ s ≤ 1.

Let idBC : BC → BC denote the identity mapping. We note that idBC ∈ CT
0 (BC). By the

definition of hϵ, we see that |idBC(z) − hϵ(z)| ≤ ϵ for all z ∈ BC. Set fε = (hε)t(f). Since

‖idBC − hϵ‖∞ ≤ ϵ, it follows that

‖f − fε‖ = sup
x∈X

|idBC(f(x))− (hϵ)(f(x))| ≤ ε.

Clearly fϵ(x0) = f(x0). For any x ∈ X \Wε, we have

|(rfϵ + (1− r|f(t0)|)λgϵ)(x)| = |rfϵ(x)| ≤ r ≤ 1.

Choose x ∈ Wϵ arbitrarily. It follows from (3.27) that |f(x)| < |f(x0)| + ϵ/2. Hence, we

observe that

|fϵ(x)| = |hϵ(f(x))| = |hϵ(eiθx |f(x)|)| = |hϵ(|f(x)|)| ≤ |f(x0)|

by the choice of hϵ. Therefore,

|(rfε + (1− r|f(x0)|)λgε)(s)| ≤ r|f(x0)|+ 1− r|f(x0)| = 1.

Finally the identity

(rfϵ + (1− r|f(x0)|)λgϵ)(x0) = rfϵ(x0) + (1− r|f(x0)|)
fϵ(x0)

|fϵ(x0)|

=
fϵ(x0)

|fϵ(x0)|
=

f(x0)

|f(x0)|
= λ,

proves that rfϵ + (1− r|f(x0)|)λgϵ ∈ FX
λ,x0

, as desired. □
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In the next proposition, we shall determine the point evaluations of elements in the image

of ∆ at the points of the form ϕ(t0).

Lemma 2.41. For each x0 ∈ X0 and each f ∈ S(CT
0 (X)), we have

∆(f)(ϕ(x0)) = α∆

(
f(x0)

|f(x0)|
, x0

)
|f(x0)| =


α∆ (1, x0) f(x0), if x0 ∈ X+

0 ,

α∆ (1, x0) f(x0), if x0 ∈ X−
0 .

Proof. Let us fix x0 ∈ X0 and f ∈ S(CT
0 (X)). The case f(x0) = 0 follows from Lemma

2.33. If |f(x0)| = 1, then we have f ∈ V X
f(x0),x0

, and thus,

∆(f)(ϕ(x0)) = α∆(f(x0), x0) =


α∆ (1, x0) f(x0), if x0 ∈ X+

0 ,

α∆ (1, x0) f(x0), if x0 ∈ X−
0

by (3.20) with (3.24). We can therefore assume that 0 < |f(x0)| < 1. Set λ = f(x0)
|f(x0)| .

We shall first show that

(3.28) |∆(f)(ϕ(x0))| = |f(x0)|.

For each ε > 0, there exist gϵ ∈ FX
1,x0

and fϵ ∈ S(CT
0 (X)) satisfying

hr,ϵ = rfϵ + (1− r|f(x0)|)λgϵ ∈ V X
λ,x0

(0 < r < 1),

fϵ(x0) = f(x0) and ‖f − fϵ‖ ≤ ϵ by Lemma 2.40. In particular,

(3.29) ∆(hr,ϵ)(ϕ(x0)) = α∆(λ, x0),

and by definition,

‖hr,ϵ − fϵ‖ ≤ (1− r) + 1− r|f(x0)| = 2− r − r|f(x0)|.

On the other hand, it follows from (3.29) with the last equality that

(3.30)

1− |∆(fϵ)(ϕ(t0))| = |α∆(λ, x0)| − |∆(fϵ)(ϕ(x0))|

≤ |α∆(λ, x0)−∆(fϵ)(ϕ(x0))|

= |∆(hr,ϵ)(ϕ(x0))−∆(fϵ)(ϕ(x0))|

≤ ‖∆(hr,ϵ)−∆(fϵ)‖ = ‖hr,ϵ − fϵ‖

≤ 2− r − r|f(x0)|,
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which implies that r + r|f(x0)| − 1 ≤ |∆(fϵ)(ϕ(x0))| for all 0 < r < 1. Letting r → 1, we get

|f(x0)| ≤ |∆(fϵ)(ϕ(x0))|. Now, it follows from ‖∆(f)−∆(fϵ)‖∞ = ‖f − fϵ‖∞ ≤ ϵ that

|f(x0)| ≤ |∆(fϵ(ϕ(x0)))| ≤ |∆(f)(ϕ(x0))|+ ϵ.

Since ϵ > 0 is arbitrarily chosen, we conclude that |f(x0)| ≤ |∆(f)(ϕ(x0))|.
We note that ψ = ϕ−1 by Lemma 2.38. Applying the same argument to ∆−1, ψ, ∆(f) and

ϕ(x0) in the roles of ∆, ϕ, f and x0, we get

|∆(f)(ϕ(x0))| ≤ |∆−1∆(f)(ψ(ϕ(x0))| = |f(x0)|,

which concludes the proof of (3.28).

If we take limits r → 1 and ε → 0 in the inequalities given by the second and last lines of

(3.30), we arrive to

(3.31) |α∆(λ, x0)−∆(f)(ϕ(x0))| ≤ 1− |f(x0)|.

Consequently, we deduce from (3.28) that

1 = |α∆(λ, t0)| ≤ |α∆(λ, x0)−∆(f)(ϕ(x0))|+ |∆(f)(ϕ(x0))|

≤ 1− |f(x0)|+ |f(x0)| = 1.

It then follows that the equality holds in a triangular inequality, so there exists a positive

number t > 0 such that tα∆(λ, x0) = ∆(f)(ϕ(x0)). In particular t = |∆(f)(ϕ(x0))| = |f(x0)|.
Having in mind that λ = f(x0)/|f(x0)|, we have proved that

∆(f)(ϕ(x0)) = α∆

(
f(x0)

|f(x0)|
, x0

)
|f(x0)|.

The rest is clear from the equalities (3.24), (3.25) and (3.26). □

Proof of Theorem 2.29. We denote byX0 and Y0 the maximal non-overlapping subsets

employed in the previous arguments. Let ϕ : X0 → Y0 be the bijection presented in Lemmas

2.35 and 2.38. As we have already commented after Lemma 2.28, the sets {δx0 : x0 ∈ X0} and

{δϕ(x0) : x0 ∈ X0} are norming in CT
0 (X) and CT

0 (Y ), respectively.

We define a mapping T : CT
0 (X) → CT

0 (Y ) by

T (g) =


‖f‖∆

(
f

‖f‖

)
, if f ∈ CT

0 (X) \ {0},

0, if f = 0.

We can follow a similar argument to that in the proof of Theorem 2.1, and employ the

identity in Lemma 2.41 to prove that the mapping T : CT
0 (X) → CT

0 (Y ) is a surjective
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real linear isometry which is an extension of ∆. The final conclusions are straightforward

consequences of Lemma 2.26. □
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CHAPTER 3

Tingley’s problem for a Banach space of Lipschitz functions on the

closed unit interval

Abstract

We prove that every surjective isometry on the unit sphere of Lip(I) of all Lipschitz con-

tinuous functions on the closed unit interval I is extended to a surjective real linear isometry

on Lip(I) with the norm ‖f‖σ = |f(0)|+ ‖f ′‖L∞ .

1. Introduction and main results

Let E and F be Banach spaces whose unit spheres are S(E) and S(F ), respectively. In

1987, Tingley [74] asks whether each surjective isometry ∆: S(E) → S(F ) is extended to a

surjective, real linear isometry from E onto F . Since then, many mathematicians have given

affirmative answers to the Tingley’s problem for particular Banach spaces. There is a huge list

of the research of the problem, here we show only some of them. Tingley’s problem is treated

for function spaces in [20, 38, 47, 48, 76, 77], and for operator spaces in [26, 27, 28, 29, 30,

31, 61, 62, 63, 71, 73, 72]. Besides the Tingley’s problem, the Mazur–Ulam property for

Banach spaces has been studying actively; a Banach space E has the Mazur–Ulam property if F

is any Banach space, every surjective isometry from S(E) onto S(F ) admits a unique extension

to a surjective real linear isometry from E onto F . See, for example, [2, 19, 36, 57, 68, 69].

Let Lip(I) be the complex linear space of all Lipschitz continuous complex valued functions

on the closed unit interval I = [0, 1]. For each Banach space E, we denote by S(E) the unit

sphere of E. We define ‖f‖σ for f ∈ Lip(I) by

‖f‖σ = |f(0)|+ ‖f ′‖L∞ ,

where ‖·‖L∞ denotes the essential supremum norm on I. It is well known that each f ∈ Lip(I)

has essentially bounded derivative f ′ almost everywhere. Hence, f ′ belongs to L∞(I), the

commutative Banach algebra of all essentially bounded measurable functions on I with the

essential supremum norm ‖ · ‖L∞ . Consequently, ‖ · ‖σ is a well defined norm on Lip(I). The

purpose of this paper is to prove that every surjective isometry on S(Lip(I)) admits a surjective
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real linear extension to Lip(I), which gives a solution to Tingley’s problem for Lip(I). The

followings are the main results of this paper.

Theorem 3.1. Let ∆: S(Lip(I)) → S(Lip(I)) be a surjective isometry with ‖ · ‖σ. Then

∆ is extended to a surjective, real linear isometry on Lip(I).

Corollary 3.2. For each surjective isometry T1 : Lip(I) → Lip(I) with ‖ · ‖σ, there exist

a constant α of modulus 1, h0 ∈ SL∞(I) and a real algebra automorphism Ψ on L∞(I) such

that

T1(f)(t) = ∆1(0)(t) + αf(0) +

∫ t

0

h0Ψ(f ′) dm (t ∈ I, f ∈ Lip(I)), or

T1(f)(t) = ∆1(0)(t) + αf(0) +

∫ t

0

h0Ψ(f ′) dm (t ∈ I, f ∈ Lip(I)),

where m denotes the Lebesgue measure on I.

Remark 3.3. We should note that Theorem 3.1 is deduced from [77, Theorem 3.5]. In

fact, Lip(I) equipped with ‖ · ‖σ is identified with the ℓ1-sum of R2 and C(X,R2) for some

compact Hausdorff space X. Here, C(X,R2) is the Banach space of all continuous R2 valued

maps on X with the supremum norm. In this paper, we will give a different proof from that

of [77] of Tingley’s problem for Lip(I).

Koshimizu [45, Theorem 1.2] gave the characterization of surjective complex linear isome-

tries on Lip(I) with ‖·‖σ. We will characterize surjective isometries on Lip(I) in Corollary 3.2.

2. Preliminaries and auxiliary lemmas

We denote by T the unit circle in the complex number field C. Let M be the maximal

ideal space of L∞(I): Then M is a compact Hausdorff space so that the Gelfand transform,

defined by ĥ(η) = η(h) for h ∈ L∞(I) and η ∈ M, is a continuous function from M to C.
Let C(X) be the commutative Banach algebra of all continuous complex valued functions on

a compact Hausdorff space X with the supremum norm ‖ · ‖∞ on X. The Gelfand–Naimark

theorem states that the Gelfand transformation Γ: L∞(I) → C(M), defined by Γ(h) = ĥ for

h ∈ L∞(I), is an isometric isomorphism. Thus, ‖h‖L∞ = supη∈M |ĥ(η)| = ‖ĥ‖∞ for h ∈ L∞(I).

We define

(2.1) f̃(η, z) = f(0) + f̂ ′(η)z
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for f ∈ Lip(I) and (η, z) ∈ M × T. Then the function f̃ is continuous on M × T with the

product topology. We set

B = {f̃ ∈ C(M× T) : f ∈ Lip(I)}.

Then B is a normed linear subspace of C(M× T) equipped with the supremum norm ‖ · ‖∞
on M× T.

We define a mapping U : (Lip(I), ‖ · ‖σ) → (B, ‖ · ‖∞) by U(f) = f̃ for f ∈ Lip(I). We see

that U is a surjective complex linear map from Lip(I) onto B. In addition, ‖U(f)‖∞ = ‖f‖σ
holds for all f ∈ Lip(I): In fact, for each f ∈ Lip(I), there exist z0, z1 ∈ T and η0 ∈ M such

that f(0) = |f(0)|z0 and f̂ ′(η0) = ‖f̂ ′‖∞z1. Then

|U(f)(η0, z0z1)| = |f(0) + f̂ ′(η0)z0z1| = |(|f(0)|+ ‖f̂ ′‖∞)z0|

= |f(0)|+ ‖f̂ ′‖∞ = |f(0)|+ ‖f ′‖L∞ = ‖f‖σ.

We thus obtain ‖f‖σ ≤ ‖U(f)‖∞. For each (η, z) ∈ M× T, we have

|U(f)(η, z)| = |f(0) + f̂ ′(η)z| ≤ |f(0)|+ |f̂ ′(η)| ≤ |f(0)|+ ‖f̂ ′‖∞ = ‖f‖σ,

which yields ‖U(f)‖∞ ≤ ‖f‖σ. Consequently,

‖f̃‖∞ = ‖U(f)‖∞ = ‖f‖σ (f ∈ Lip(I)).

Therefore, the map U is a surjective complex linear isometry from (Lip(I), ‖·‖σ) onto (B, ‖·‖∞).

In particular, U(S(Lip(I))) ⊂ S(B). Since U−1 has the same property as U , we obtain

U−1(S(B)) ⊂ S(Lip(I)), and hence, U(S(Lip(I))) = S(B).

For each f ∈ Lip(I), we observe that f is absolutely continuous on I. Thus, the following

identity holds:

(2.2) f(t)− f(0) =

∫ t

0

f ′ dm (t ∈ I),

where m denotes the Lebesgue measure on I (see, for example, [67, Theorem 7.20]). Having

in mind {ĥ : h ∈ L∞(I)} = C(M), for each u ∈ C(M) there exists a unique h ∈ L∞(I) such

that u = ĥ. We define I(u) by

I(u)(t) =
∫ t

0

h dm (t ∈ I).

We observe that I(u) is a Lipschitz function on I with

I(u)(0) = 0 and I(u)′ = h a.e.
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In particular, we obtain

(2.3) Î(u)′ = u.

Here, we note that I(u) ∈ S(Lip(I)) for u ∈ S(C(M)): In fact,

‖I(u)‖σ = |I(u)(0)|+ ‖I(u)′‖L∞ = ‖Î(u)′‖∞ = ‖u‖∞ = 1,

which yields I(u) ∈ S(Lip(I)). Hence, I(S(C(M))) ⊂ S(Lip(I)).

Let ∆: (S(Lip(I)), ‖ · ‖σ) → (S(Lip(I)), ‖ · ‖σ) be a surjective isometry. We define T =

U∆U−1; we see that T is a well defined surjective isometry from (S(B), ‖ · ‖∞) onto itself,

since U is a surjective complex linear isometry from (Lip(I), ‖ · ‖σ) onto (B, ‖ · ‖∞) with

U(S(Lip(I))) = S(B).

S(Lip(I))
∆−−−→ S(Lip(I))

U

y yU
S(B) −−−→

T
S(B)

The identity TU = U∆ implies that

(2.4) T (f̃) = ∆̃(f) (f ∈ S(Lip(I))).

For each λ ∈ T and x ∈ M× T, we define

λVx = {f̃ ∈ S(B) : f̃(x) = λ},

which plays an important role in our arguments. In the rest of this paper, we denote 1I and

1M by the constant functions taking the value only 1 defined on I and M, respectively.

Lemma 3.4. If λ1Vx1 ⊂ λ2Vx2 for some (λ1, x1), (λ2, x2) ∈ T × (M× T), then (λ1, x1) =

(λ2, x2).

Proof. We first note that 1̃I is a constant function on M × T by (2.1). Then λ11̃I ∈
λ1Vx1 ⊂ λ2Vx2 , which yields λ1 = λ11̃I(x1) = λ11̃I(x2) = λ2. This implies λ1 = λ2.

Setting xj = (ηj, zj) for j = 1, 2, we first prove η1 = η2. Suppose, on the contrary,

that η1 6= η2. There exists u ∈ S(C(M)) such that u(η1) = 1 and u(η2) = 0. We set

f = I(λ1z1u) ∈ S(Lip(I)), and then f̃(η1, z1) = λ1 and f̃(η2, z2) = 0 by (2.3). This shows

that f̃ ∈ λ1Vx1 \ λ2Vx2 , which contradicts the assumption that λ1Vx1 ⊂ λ2Vx2 . Consequently,

we have η1 = η2.
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Finally, we shall prove z1 = z2. By (2.3), we see that g = I(λ1z1 1M) satisfies g̃ ∈ S(B) and

g̃(η1, z1) = λ1. We thus obtain g̃ ∈ λ1Vx1 ⊂ λ2Vx2 , and hence λ2 = g̃(η2, z2) = λ1z1z2 by the

choice of g. This implies z1 = z2, since λ1 = λ2. We have proven that (λ1, x1) = (λ2, x2). □

We denote by F(B) the set of all maximal convex subsets of S(B). Let ext(B∗
1) be the set

of all extreme points of the closed unit ball B∗
1 of the dual space of B. It is proved in [38,

Lemma 3.1] that for each F ∈ F(B) there exists ξ ∈ ext(B∗
1) such that F = ξ−1(1) ∩ S(B),

where ξ−1(1) = {F̃ ∈ B : ξ(F̃ ) = 1}. Let Ch(B) be the Choquet boundary for B, that is,

Ch(B) is the set of all x ∈ M×T such that the point evaluation δx : B → C at x is in ext(B∗
1).

By the Arens–Kelley theorem (cf. [32, Corollary 2.3.6]), we see that ext(B∗
1) = {λδx ∈ B∗

1 :

λ ∈ T, x ∈ Ch(B)}.

Lemma 3.5. For each x0 = (η0, z0) ∈ M × T, the Dirac measure concentrated at x0 is

unique representing measure for δx0.

Proof. Fix an arbitrary open set O in M with η0 ∈ O. By Urysohn’s lemma, we can find

u ∈ S(C(M)) such that u(η0) = 1 and u = 0 on M \ O. Take any representing measure σ

for δx0 , that is, σ is a regular Borel measure on M× T satisfying δx0(g̃) =
∫
M×T g̃ dσ for all

g̃ ∈ B and ‖σ‖ = 1, where ‖σ‖ is the total variation of σ. Having in mind that the operator

norm ‖δx0‖ of δx0 satisfies ‖δx0‖ = 1 = δx0(1̃I), we observe that σ is a positive measure

(see, for example, [7, p.81]). Setting f = I(u) ∈ S(Lip(I)), we obtain f̃(η, z) = u(η)z for

(η, z) ∈ M× T by (2.1) and (2.3). Since u = 0 on M\O, we get

1 = |z0| = |δx0(f̃)| =
∣∣∣∣∫

M×T
f̃ dσ

∣∣∣∣ ≤ ∣∣∣∣∫
O×T

f̃ dσ

∣∣∣∣+ ∣∣∣∣∫
(M×T)\(O×T)

f̃ dσ

∣∣∣∣
≤
∫
O×T

|f̃ | dσ ≤ ‖f̃‖∞σ(O × T) = σ(O × T) ≤ ‖σ‖ = 1.

Consequently, σ(O × T) = 1 for all open sets O in M with η0 ∈ O, and therefore, we observe

that σ({η0} × T) = 1 by the regularity of σ. We thus obtain

z0 = δx0(f̃) =

∫
{η0}×T

f̃ dσ =

∫
{η0}×T

u(η)z δσ =

∫
{η0}×T

z δσ.

We derive from σ({η0} × T) = 1 that
∫
{η0}×T(z0 − z) dσ = 0. Setting Z = {η0} × (T \ {z0}),

we obtain
∫
Z
(1 − z0z) dσ = −z0

∫
Z
(z − z0) dσ = 0, which yields

∫
Z
Re(1 − z0z) dσ = 0. As

Re(1− z0z) > 0 on Z, we conclude σ(Z) = 0, and thus σ({η0} × {z0}) = 1. This proves that

any representing measure for δx0 is the Dirac measure concentrated at x0. □

Lemma 3.6. For each x0 = (η0, z0) ∈ M×T, we have x0 ∈ Ch(B), that is, Ch(B) = M×T.
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Proof. We shall prove that δx0 belongs to ext(B∗
1). Suppose that δx0 = (ξ1 + ξ2)/2 for

ξ1, ξ2 ∈ B∗
1 . For j = 1, 2, there exists a representing measure σj for ξj by the Hahn–Banach

theorem and the Riesz representation theorem (see, for example, [67, Theorems 5.16 and 2.14]).

Since ξ1(1̃I) + ξ2(1̃I) = 2δx0(1̃I) = 2 with |ξj(1̃I)| ≤ 1, we have ξj(1̃I) = 1 = ‖ξj‖ for j = 1, 2.

Applying the same argument in [7, p.81] to σj, we see that σj is a positive measure. We put

σ = (σ1 + σ2)/2, and then σ is a positive measure.

First, we prove that σ is a representing measure for δx0 . Because σj is a representing

measure for ξj, we get∫
M×T

f̃dσ =

∫
M×T

f̃d(
σ1 + σ2

2
) =

ξ1(f̃) + ξ2(f̃)

2
= δx0(f̃) (f̃ ∈ B).

Entering f̃ = 1̃I into the above equality, we have σ(M× T) =
∫
M×T 1̃Idσ = 1, which shows

that ‖σ‖ = 1 = ‖δx0‖. Therefore, σ is a representing measure for δx0 . By Lemma 3.5,

σ = (σ1 + σ2)/2 is the Dirac measure, τx0 , concentrated at x0.

We note that σj is a positive measure with j = 1, 2. For each Borel set D with x0 /∈ D,

we obtain (σ1(D) + σ2(D))/2 = σ(D) = 0, and thus, σj(D) = 0. Having in mind that ‖σj‖ =

‖ξj‖ = 1, we conclude that σj = τx0 for j = 1, 2. Hence, ξj(f̃) =
∫
M×T f̃dσj = f̃(x0) = δx0(f̃)

for any f̃ ∈ B, which implies that ξ1 = δx0 = ξ2. This proves δx0 ∈ ext(B∗
1), which yields

x0 ∈ Ch(B). □

We now characterize the set of all maximal convex subsets F(B) of S(B). The following

result is proved by Hatori, Oi and Shindo Togashi in [38] for uniform algebras. The proof

below of the next proposition is quite similar to that of [38, Lemma 3.2].

Proposition 3.7. Let F be a subset of S(B). Then F ∈ F(B) if and only if there exist

λ ∈ T and x ∈ M× T such that F = λVx.

Proof. Suppose that F is a maximal convex subset of S(B). By [38, Lemma 3.1], F =

ξ−1(1) ∩ S(B) for some ξ ∈ ext(B∗
1) = {λδx ∈ B∗

1 : λ ∈ T, x ∈ M× T}, where we have used

Lemma 3.6. There exist λ ∈ T and x ∈ M× T such that ξ = λδx. Now we can write

F = (λδx)
−1(1) ∩ S(B) = {f̃ ∈ S(B) : λf̃(x) = 1} = λVx.

We thus obtain F = λVx with λ ∈ T and x ∈ M× T.
Conversely, suppose that F = λVx for some λ ∈ T and x ∈ M × T. It is routine to

check that F is a convex subset of S(B). Using Zorn’s lemma, we can prove that there exists

a maximal convex subset K of S(B) with F ⊂ K. By the above paragraph, we see that
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K = µVy for some µ ∈ T and y ∈ M × T. Then λVx = F ⊂ K = µVy. Lemma 3.4 shows

that (λ, x) = (µ, y), which implies that F = K. Consequently, F is a maximal convex subset

of S(B). □

Tanaka [70, Lemma 3.5] proved that every surjective isometry between the unit spheres of

two Banach spaces preserves maximal convex subsets of the spheres (see also [14, Lemma 5.1]).

By these results, we can prove the following lemma.

Lemma 3.8. There exist maps α : T× (M× T) → T and ϕ : T× (M× T) → M× T such

that

(2.5) T (λVx) = α(λ, x)Vϕ(λ,x)

for all (λ, x) ∈ T× (M× T).

Proof. For each (λ, x) ∈ T × (M × T), λVx is a maximal convex subset of S(B) by

Proposition 3.7. By [70, Lemma 3.5], surjective isometry T : S(B) → S(B) preserves maximal

convex subsets of S(B), that is, there exists (µ, y) ∈ T× (M×T) such that T (λVx) = µVy. If,

in addition, T (λVx) = µ′Vy′ for some (µ′, y′) ∈ T × (M× T), then we obtain (µ, y) = (µ′, y′)

by Lemma 3.4. Therefore, if we define α(λ, x) = µ and ϕ(λ, x) = y, then α : T× (M×T) → T
and ϕ : T× (M× T) → M× T are well defined maps with T (λVx) = α(λ, x)Vϕ(λ,x). □

Lemma 3.9. The maps α and ϕ from Lemma 3.8 are both surjective maps satisfying

α(−λ, x) = −α(λ, x) and ϕ(−λ, x) = ϕ(λ, x)

for all (λ, x) ∈ T× (M× T).

Proof. Take any (λ, x) ∈ T×(M×T), and then λVx is a maximal convex subset of S(B) by

Proposition 3.7. We get T (−λVx) = −T (λVx), which was proved by Mori [56, Proposition 2.3]

in a general setting. Lemma 3.8 shows that α(−λ, x)Vϕ(−λ,x) = T (−λVx) = −T (λVx) =

−α(λ, x)Vϕ(λ,x). Applying Lemma 3.4, we obtain α(−λ, x) = −α(λ, x) and ϕ(−λ, x) = ϕ(λ, x).

There exist well defined maps β : T× (M× T) → T and ψ : T× (M× T) → M× T such

that

T−1(µVy) = β(µ, y)Vψ(µ,y) ((µ, y) ∈ T× (M× T)),

since T−1 has the same property as T . For each (µ, y) ∈ T× (M× T), we have, by (2.5),

µVy = T (T−1(µVy)) = T (β(µ, y)Vψ(µ,y)) = α(β(µ, y), ψ(µ, y))Vϕ(β(µ,y),ψ(µ,y)).
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We derive from Lemma 3.4 that µ = α(β(µ, y), ψ(µ, y)) and y = ϕ(β(µ, y), ψ(µ, y)). These

prove that both α and ϕ are surjective. □

By definition, ϕ(λ, x) ∈ M× T for each (λ, x) ∈ T× (M× T). There exist ϕ1(λ, x) ∈ M
and ϕ2(λ, x) ∈ T such that

ϕ(λ, x) = (ϕ1(λ, x), ϕ2(λ, x)).

We shall regard ϕ1 and ϕ2 as maps defined on T × (M × T) to M and T, respectively. By

Lemma 3.9, both ϕ1 and ϕ2 are surjective maps with

(2.6) ϕj(−λ, x) = ϕj(λ, x) ((λ, x) ∈ T× (M× T), j = 1, 2).

Lemma 3.10. Let λj ∈ T and (ηj, zj) ∈ M × T for j = 1, 2. If η1 6= η2, then there exist

f̃j ∈ S(B) such that f̃j ∈ λjV(ηj ,zj) for j = 1, 2 and ‖f̃1 − f̃2‖∞ = 1.

Proof. Take j ∈ {1, 2} and open sets Oj in M with ηj ∈ Oj and O1 ∩ O2 = ∅. By

Urysohn’s lemma, there exists uj ∈ S(C(M)) such that uj(ηj) = 1 and uj = 0 on M\Oj. Let

fj = I(λjzjuj), and then we see that f̃j(η, z) = λjzj uj(η)z for all (η, z) ∈ M×T by (2.1) and

(2.3). It follows from f̃j ∈ λjV(ηj ,zj) for j = 1, 2 that 1 = |f̃1(η1, z1)− f̃2(η1, z1)| ≤ ‖f̃1 − f̃2‖∞.

Hence, it is enough to prove that ‖f̃1− f̃2‖∞ ≤ 1. We shall prove |f̃1(η, z)− f̃2(η, z)| ≤ 1 for all

(η, z) ∈ M×T. Fix an arbitrary (η, z) ∈ M×T. If η ∈ O1, then u2(η) = 0, since O1∩O2 = ∅,
and thus

|f̃1(η, z)− f̃2(η, z)| = |λ1z1u1(η)− λ2z2u2(η)| ≤ |u1(η)|+ |u2(η)| ≤ 1.

If η ∈ M \ O1, then |f̃1(η, z)− f̃2(η, z)| ≤ 1 by the choice of u1. We conclude that |f̃1(η, z)−
f̃2(η, z)| ≤ 1 for all (η, z) ∈ M× T, which yields ‖f̃1 − f̃2‖∞ ≤ 1. □

Lemma 3.11. If λ ∈ T and x ∈ M×T, then ϕ1(λ, x) = ϕ1(1, x); we shall write ϕ1(λ, x) =

ϕ1(x) for simplicity.

Proof. Take any λ ∈ T and x ∈ M × T. Then T (Vx) = α(1, x)Vϕ(1,x) and T (λVx) =

α(λ, x)Vϕ(λ,x) by (2.5). Suppose, on the contrary, that ϕ1(λ, x) 6= ϕ1(1, x). There exist

f̃1 ∈ α(1, x)Vϕ(1,x) = T (Vx) and f̃2 ∈ α(λ, x)Vϕ(λ,x) = T (λVx) such that ‖f̃1 − f̃2‖∞ = 1

by Lemma 3.10. We infer from the choice of f̃1 and f̃2 that T−1(f̃1) ∈ Vx and T−1(f̃2) ∈ λVx,

which implies that T−1(f̃1)(x) = 1 and T−1(f̃2)(x) = λ. If Reλ ≤ 0, then |1 − λ| ≥
√
2, and
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thus

√
2 ≤ |1− λ| = |T−1(f̃1)(x)− T−1(f̃2)(x)|

≤ ‖T−1(f̃1)− T−1(f̃2)‖∞ = ‖f̃1 − f̃2‖∞ = 1,

where we have used that T is an isometry on S(B). We arrive at a contradiction, which shows

ϕ1(λ, x) = ϕ1(1, x), provided that Re λ ≤ 0. Now we consider the case when Re λ > 0. Then

ϕ1(−λ, x) = ϕ1(1, x), since Re(−λ) < 0. By (2.6), ϕ1(λ, x) = ϕ1(−λ, x) = ϕ1(1, x), even if

Reλ > 0. □

Lemma 3.12. For each λ1, λ2 ∈ T and x ∈ M× T, the following inequality holds:

(2.7) |λ1 − λ2| ≤ |1− α(λ1, x)α(λ2, x)|.

Proof. Fix λ1, λ2 ∈ T and x ∈ M × T. We set fj = α(λj, x)1I ∈ S(Lip(I)) for each

j ∈ {1, 2}. We see that f̃j ∈ α(λj, x)Vϕ(λj ,x) = T (λjVx) by (2.5). Then T−1(f̃j) ∈ λjVx, and

hence T−1(f̃j)(x) = λj. We obtain

|λ1 − λ2| = |T−1(f̃1)(x)− T−1(f̃2)(x)| ≤ ‖T−1(f̃1)− T−1(f̃2)‖∞ = ‖f̃1 − f̃2‖∞

= |α(λ1, x)− α(λ2, x)| ‖1̃I‖∞ = |1− α(λ1, x)α(λ2, x)|.

Thus, |λ1 − λ2| ≤ |1− α(λ1, x)α(λ2, x)| holds for all λ1, λ2 ∈ T and x ∈ M× T. □

Lemma 3.13. For each x ∈ M × T, there exists ε0(x) ∈ {±1} such that α(λ, x) =

λε0(x)α(1, x) for all λ ∈ T; for simplicity, we shall write α(1, x) = α(x).

Proof. Let λ ∈ T\{±1} and x ∈ M×T. Taking λ1 = 1 and λ2 = ±λ in (2.7), we obtain

|1− λ| ≤ |1− α(1, x)α(λ, x)| and |1 + λ| ≤ |1 + α(1, x)α(λ, x)|,

where we have used Lemma 3.9. Since α(1, x)α(λ, x) ∈ T, we conclude that

α(1, x)α(λ, x) ∈ {λ, λ}.

If we consider the case when λ = i, then we have α(1, x)α(i, x) ∈ {±i}. This implies that

α(i, x) = iε0(x)α(1, x) for some ε0(x) ∈ {±1}. Entering λ1 = i and λ2 = λ into (2.7) to get

|i− λ| ≤ |1− α(i, x)α(λ, x)| = |1 + iε0(x)α(1, x)α(λ, x)| = |i− ε0(x)α(1, x)α(λ, x)|,

and thus |i − λ| ≤ |i − ε0(x)α(1, x)α(λ, x)|. Because α(−λ, x) = −α(λ, x) by Lemma 3.9, we

get |i+ λ| ≤ |i+ ε0(x)α(1, x)α(λ, x)|. These inequalities imply ε0(x)α(1, x)α(λ, x) ∈ {λ,−λ},
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since ε0(x)α(1, x)α(λ, x) ∈ T. Then

α(1, x)α(λ, x) ∈ {λ, λ} ∩ {ε0(x)λ,−ε0(x)λ}.

We have two possible cases to consider. If ε0(x) = 1, then we obtain α(1, x)α(λ, x) ∈ {λ, λ} ∩
{λ,−λ}. Since λ 6= ±1, we conclude that α(1, x)α(λ, x) = λ, and hence α(λ, x) = λε0(x)α(1, x).

If ε0(x) = −1, then α(1, x)α(λ, x) ∈ {λ, λ} ∩ {−λ, λ}, which yields α(1, x)α(λ, x) = λ. Thus,

α(λ, x) = λε0(x)α(1, x). These identities are valid even for λ = ±1. By the liberty of the choice

of λ ∈ T, we conclude that α(λ, x) = λε0(x)α(1, x) for all λ ∈ T and x ∈ M× T. □

By Lemmas 3.11 and 3.13, we can rewrite (2.5) as

(2.8) T (λVx) = λε0(x)α(x)V(ϕ1(x),ϕ2(λ,x))

for all λ ∈ T and x ∈ M× T.

Definition 3.14. Let λVx and µVy be maximal convex subsets of S(B), where λ, µ ∈ T
and x, y ∈ M×T. We denote by dH(λVx, µVy) the Hausdorff distance of λVx and µVy, that is,

(2.9) dH(λVx, µVy) = max

{
sup
F̃∈λVx

d(F̃ , µVy), sup
g̃∈µVy

d(λVx, g̃)

}
,

where d(F̃ , µVy) = inf h̃∈µVy ‖F̃ − h̃‖∞ and d(λVx, g̃) = inf h̃∈λVx ‖h̃− g̃‖∞.

Since T is a surjective isometry on S(B), we obtain

d(T (F̃ ), T (µVy)) = inf
h̃∈T (µVy)

‖T (F̃ )− h̃‖∞ = inf
T−1(h̃)∈µVy

‖F̃ − T−1(h̃)‖∞ = d(F̃ , µVy)

for every F̃ ∈ λVx. Hence, supT (F̃ )∈T (λVx) d(T (F̃ ), T (µVy)) = supF̃∈λVx d(F̃ , µVy). By the same

reasoning, we get supT (g̃)∈T (µVy) d(T (λVx), T (g̃)) = supg̃∈µVy d(λVx, g̃), and thus

(2.10) dH(T (λVx), T (µVy)) = dH(λVx, µVy) (λ, µ ∈ T, x, y ∈ M× T).

Remark 3.15. Let λ ∈ T and (η, z) ∈ M× T. For each F̃ ∈ λV(η,z), we observe that

λf(0) ∈ [0, 1] and f̂ ′(η)λz = ‖f̂ ′‖∞.

In fact, f(0) + f̂ ′(η)z = λ by the definition of λV(η,z). Then

1 = λ{f(0) + f̂ ′(η)z} = |λ{f(0) + f̂ ′(η)z}| ≤ |λf(0)|+ |f̂ ′(η)λz| ≤ ‖f‖σ = 1,

and thus, |λf(0)+ f̂ ′(η)λz| = |λf(0)|+ |f̂ ′(η)λz|. This implies that λf(0) = tf̂ ′(η)λz for some

t ≥ 0, provided f̂ ′(η) 6= 0. Since λ{f(0) + f̂ ′(η)z} = 1, we have f̂ ′(η)λz = 1/(1 + t) and

λf(0) = t/(1 + t) ∈ [0, 1]. If f̂ ′(η) = 0, then λf(0) = 1, and hence λf(0) ∈ [0, 1] as well. In
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particular, λf(0) = |f(0)|. We infer from f̂ ′(η)λz = 1 − λf(0) and ‖f̂ ′‖∞ = 1 − |f(0)| that
f̂ ′(η)λz = ‖f̂ ′‖∞.

Lemma 3.16. For each η ∈ M, z ∈ T and k ∈ {±1}, the following equalities hold:

(2.11) sup
F̃∈kV(η,k)

d(F̃ , kV(η,z)) = sup
g̃∈kV(η,z)

d(kV(η,k), g̃) = |1− kz|.

In particular, dH(kV(η,k), kV(η,z)) = |1− kz| for all η ∈ M, z ∈ T and k = ±1.

Proof. Fix an arbitrary F̃ ∈ kV(η,k) and g̃ ∈ kV(η,z), and then

(2.12) f(0) + f̂ ′(η)k = k and g(0) + ĝ′(η)z = k.

We notice that kf(0), kg(0) ∈ [0, 1], f̂ ′(η) = ‖f̂ ′‖∞ and ĝ′(η)kz = ‖ĝ′‖∞ by Remark 3.15. We

deduce from the choice of f̃ and g̃ that

|(1− kz)(kf(0)− 1)| ≤ |kf(0)− kg(0)|+ |kg(0)− 1− kz(kf(0)− 1)|

= |f(0)− g(0)|+ |z(g(0)− k)− (kf(0)− 1)|

= |f(0)− g(0)|+ |ĝ′(η)− f̂ ′(η)| by (2.12)

≤ |f(0)− g(0)|+ ‖f̂ ′ − ĝ′‖∞ = ‖f − g‖σ = ‖f̃ − g̃‖∞.

That is, |1− kz|(1− kf(0)) ≤ ‖f̃ − g̃‖∞. We also have |(1− kz)(kg(0)− 1)| ≤ ‖f̃ − g̃‖∞ by a

similar calculation, and thus, |1− kz|(1− kg(0)) ≤ ‖f̃ − g̃‖∞. By the liberty of the choice of

f̃ ∈ kV(η,k) and g̃ ∈ kV(η,z), we obtain

|1− kz|(1− kf(0)) ≤ d(f̃ , kV(η,z)) and |1− kz|(1− kg(0)) ≤ d(kV(η,k), g̃).

Setting f1 = f(0) + I(kzf̂ ′) and g1 = g(0) + I(kzĝ′), we see that f̃1(η, z) = f(0) + kf̂ ′(η) = k

and g̃1(η, k) = g(0) + zĝ′(η) = k by (2.12), where we have used that I(u)(0) = 0 for u ∈ A.

Consequently, f̃1 ∈ kV(η,z) and g̃1 ∈ kV(η,k). By the choice of f1, we have

‖f̃ − f̃1‖∞ = sup
(ζ,ν)∈M×T

|f̃(ζ, ν)− f̃1(ζ, ν)| = sup
(ζ,ν)∈M×T

|(1− kz)f̂ ′(ζ)ν|

= |1− kz| ‖f̂ ′‖∞ = |1− kz| f̂ ′(η) = |1− kz|(1− kf(0))

by (2.12). In the same way, we get

‖g̃1 − g̃‖∞ = sup
(ζ,ν)∈M×T

|(kz − 1)ĝ′(ζ)ν| = |kz − 1| ‖ĝ′‖∞ = |1− kz|(1− kg(0)),
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which yields d(f̃ , kV(η,z)) = |1− kz|(1− kf(0)) and d(kV(η,k), g̃) = |1− kz|(1− kg(0)). Having

in mind that kf(0), kg(0) ∈ [0, 1], we conclude that supf̃∈kV(η,k) d(f̃ , kV(η,z)) = |1 − kz| =

supg̃∈kV(η,z) d(kV(η,k), g̃). □

Lemma 3.17. The identity ϕ1(η, z) = ϕ1(η, 1) holds for all η ∈ M and z ∈ T; we shall

write ϕ1(η, z) = ϕ1(η) for the sake of simplicity of notation.

Proof. Fix arbitrary k ∈ {±1}, η ∈ M and z ∈ T \ {±1}. We assume that ϕ1(η, z) 6=
ϕ1(η, k). There exists uk ∈ S(C(M)) such that

uk(ϕ1(η, z)) = kα(η, z)ϕ2(k, (η, z)) and uk(ϕ1(η, k)) = −kα(η, k)ϕ2(k, (η, k)).

Setting gk = I(uk), we see that g̃k ∈ kα(η, z)Vϕ(k,(η,z)) ∩ (−kα(η, k))Vϕ(k,(η,k)), where we have

used ϕ1(λ, x) = ϕ1(x) by Lemma 3.11. For any f̃ ∈ kα(η, k)Vϕ(k,(η,k)), we obtain

2 = |kα(η, k) + kα(η, k)| = |f̃(ϕ(k, (η, k)))− g̃k(ϕ(k, (η, k)))| ≤ ‖f̃ − g̃k‖∞ ≤ 2,

which shows d(kα(η, k)Vϕ(k,(η,k)), g̃k) = 2. Combining (2.8), (2.9), (2.10) and (2.11), we get

2 ≤ sup
g̃∈kα(η,z)Vϕ(k,(η,z))

d(kα(η, k)Vϕ(k,(η,k)), g̃)

≤ dH(kα(η, k)Vϕ(k,(η,k)), kα(η, z)Vϕ(k,(η,z))) = dH(T (kV(η,k)), T (kV(η,z)))

= dH(kV(η,k), kV(η,z)) = |1− kz|,

which implies z = −k. This contradicts z 6= ±1, and thus ϕ1(η, z) = ϕ1(η, k) for z 6= ±1.

Entering z = i and k = ±1 into the last equality, we get ϕ1(η, 1) = ϕ1(η, i) = ϕ1(η,−1).

Therefore, we conclude ϕ1(η, z) = ϕ1(η, 1) for all η ∈ M and z ∈ T. □

Lemma 3.18. The following inequalities hold for all λ, µ ∈ T and x ∈ M× T;

(2.13) |λε0(x)ϕ2(λ, x)ϕ2(µ, x)− µε0(x)| ≤ |λ− µ|,

and |λε0(x)ϕ2(λ, x)ϕ2(µ, x) + µε0(x)| ≤ |λ+ µ|.

Proof. Take any λ, µ ∈ T and x ∈ M × T. For each f̃ ∈ λVx and g̃ ∈ µVx, we obtain

|λ−µ| = |f̃(x)− g̃(x)| ≤ ‖f̃− g̃‖∞, which yields |λ−µ| ≤ d(f̃ , µVx). Set f0 = λµf , and then we

see that f̃0 ∈ µVx with ‖f̃ − f̃0‖∞ = ‖(1−λµ)f̃‖∞ = |λ−µ|. This implies d(f̃ , µVx) = |λ−µ|.
By the same argument, we see that d(λVx, g̃) = |λ− µ|. Consequently, dH(λVx, µVx) = |λ− µ|
by (2.9).

Let us define f1 = α(λ, x)ϕ2(λ, x)I(1M), and then we see that f̃1 ∈ α(λ, x)Vϕ(λ,x) = T (λVx)

by (2.3) and (2.5). Set g̃1 = T (g̃) for each g̃ ∈ µVx. Then g̃1 ∈ T (µVx) = α(µ, x)Vϕ(µ,x). By the
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definition of the set νVy, we have f̂ ′
1(ϕ1(x))ϕ2(λ, x) = λε0(x)α(x) and g1(0)+ĝ′1(ϕ1(x))ϕ2(µ, x) =

µε0(x)α(x), where we have used (2.8). We deduce from α(x), ϕ2(λ, x), ϕ2(µ, x) ∈ T that

|λε0(x)ϕ2(λ, x)− µε0(x)ϕ2(µ, x)| ≤ |f̂ ′
1(ϕ1(x))− ĝ′1(ϕ1(x))|+ |g1(0)|

≤ |f1(0)− g1(0)|+ ‖f̂ ′
1 − ĝ′1‖∞ = ‖f1 − g1‖σ = ‖f̃1 − g̃1‖∞,

which shows |λε0(x)ϕ2(λ, x) − µε0(x)ϕ2(µ, x)| ≤ d(f̃1, T (µVx)). We infer from (2.9) and (2.10)

that

|λε0(x)ϕ2(λ, x)− µε0(x)ϕ2(µ, x)| ≤ sup
T (f̃)∈T (λVx)

d(T (f̃), T (µVx))

≤ dH(T (λVx), T (µVx)) = dH(λVx, µVx) = |λ− µ|.

Thus, |λε0(x)ϕ2(λ, x)ϕ2(µ, x)− µε0(x)| ≤ |λ− µ|. Noting that ϕ2(−µ, x) = ϕ2(µ, x) by (2.6), we

obtain |λε0(x)ϕ2(λ, x)ϕ2(µ, x) + µε0(x)| ≤ |λ+ µ|. □

Lemma 3.19. For each x ∈ M × T, there exists ε1(x) ∈ {±1} such that ϕ2(λ, x) =

λε(x)−ε1(x)ϕ2(1, x) for all λ ∈ T.

Proof. Fix arbitrary x ∈ M× T and λ ∈ T \ {±1}. We obtain

|λε0(x)ϕ2(λ, x)ϕ2(1, x)± 1| ≤ |λ± 1|

by (2.13) with µ = 1, which implies λε0(x)ϕ2(λ, x)ϕ2(1, x) ∈ {λ, λ}. Hence,

ϕ2(λ, x)ϕ2(1, x) ∈ {λ1−ε0(x), λ−1−ε0(x)}.

In particular, ϕ2(i, x)ϕ2(1, x) ∈ {±ε0(x)}, and thus ϕ2(i, x) = ε1(x)ε0(x)ϕ2(1, x) for some

ε1(x) ∈ {±1}. Entering µ = i into (2.13), we get

|λ− i| ≥ |λε0(x)ϕ2(λ, x)ϕ2(i, x)− ε0(x)i| = |λε0(x)ϕ2(λ, x)ε1(x)ϕ2(1, x)− i|.

By the same reasoning, we have |λ+ i| ≥ |λε0(x)ϕ2(λ, x)ε1(x)ϕ2(1, x)+ i|. Then we derive from

these two inequalities that λε0(x)ϕ2(λ, x)ε1(x)ϕ2(1, x) ∈ {λ,−λ}. Thus, ε1(x)ϕ2(λ, x)ϕ2(1, x) ∈
{λ1−ε0(x),−λ−1−ε0(x)}. Now we obtain

ϕ2(λ, x)ϕ2(1, x) ∈ {λ1−ε0(x), λ−1−ε0(x)} ∩ {ε1(x)λ1−ε0(x),−ε1(x)λ−1−ε0(x)}.

Note that λ 6= ±1. If ε1(x) = 1, then we get ϕ2(λ, x)ϕ2(1, x) = λ1−ε0(x), and if ε1(x) = −1, then

ϕ2(λ, x)ϕ2(1, x) = λ−1−ε0(x). These imply that ϕ2(λ, x)ϕ2(1, x) = λε1(x)−ε0(x) for λ ∈ T \ {±1}.
The last identity is valid even for λ ∈ {±1} by (2.6). Therefore, we conclude that ϕ2(λ, x) =

λε0(x)−ε1(x)ϕ2(1, x) for all λ ∈ T. □
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We shall write ϕ2(1, x) = ϕ2(x) for x ∈ M × T. Let λ ∈ T and x ∈ M × T. By (2.8),

T (f̃)(ϕ1(x), ϕ2(λ, x)) = λε0(x)α(x) = α(λ, x) for f ∈ S(Lip(I)) with f̃ ∈ λVx. Noting that

T (f̃) = ∆̃(f) by (2.4), we infer from Lemma 3.17 that

(2.14) ∆(f)(0) + ∆̂(f)′(ϕ1(η))ϕ2(λ, x) = α(λ, x)

for all λ ∈ T, x = (η, z) ∈ M× T and f ∈ S(Lip(I)) with f̃ ∈ λVx. If we apply Lemma 3.19,

then we can rewrite the last equality as

(2.15) ∆(f)(0) + ∆̂(f)′(ϕ1(η))λ
ε0(x)−ε1(x)ϕ2(x) = λε0(x)α(x)

for λ ∈ T, x = (η, z) ∈ M× T and f ∈ S(Lip(I)) satisfying f̃ ∈ λVx.

Lemma 3.20. Suppose that ∆(λ01I)(0) = 0 for some λ0 ∈ T. Then ̂∆(λ0idI)′ = 0 on M
for the identity function idI on I.

Proof. Fix arbitrary η ∈ M and z ∈ T, and we set x = (η, z). We note λ01̃I ∈ λ0Vx,

and then equality (2.15) shows that ̂∆(λ01I)′(ϕ1(η))λ
−ε1(x)
0 ϕ2(x) = α(x). We set e(η) =

̂∆(λ01I)′(ϕ1(η)) for the sake of simplicity of notation. Then we can rewrite the above equality

as

(2.16) e(η)λ
−ε1(x)
0 ϕ2(x) = α(x).

Since λ0idI ∈ λ0zV(η,z), we get, by (2.15),

∆(λ0idI)(0) + ̂∆(λ0idI)′(ϕ1(η))(λ0z)
ε0(x)−ε1(x)ϕ2(x) = (λ0z)

ε0(x)α(x).

Combining (2.16) with the last equality, we obtain

∆(λ0idI)(0) + ̂∆(λ0idI)′(ϕ1(η))(λ0z)
ε0(x)−ε1(x)ϕ2(x) = (λ0z)

ε0(x)e(η)λ
−ε1(x)
0 ϕ2(x),

which leads to

∆(λ0idI)(0) = (λ0z)
ε0(x)

{
e(η)zε1(x) − ̂∆(λ0idI)′(ϕ1(η))

}
(λ0z)

−ε1(x)ϕ2(x).

Note that |e(η)| = 1 by (2.16). Taking the modulus of the above equality, we get |∆(λ0idI)(0)| =
|zε1(x) − e(η) ̂∆(λ0idI)′(ϕ1(η))|. Since z ∈ T is arbitrary, the last equality holds for z = ±1, i.

Then we have ̂∆(λ0idI)′(ϕ1(η)) = 0. Having in mind that η ∈ M is arbitrarily fixed, we obtain

̂∆(λ0idI)′ = 0 on M, where we have used ϕ1(M) = M by Lemmas 3.9, 3.11 and 3.17. □

Lemma 3.21. For each λ ∈ T, the value ∆(λ1I)(0) is nonzero.
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Proof. Suppose, on the contrary, that ∆(λ01I)(0) = 0 for some λ0 ∈ T. Then ̂∆(λ0idI)′ =

0 onM by Lemma 3.20. We define a function f0 ∈ S(Lip(I)) by f0 = λ0(2idI+id
2
I)/4. We shall

prove that f̂ ′
0(η0) = λ0 for some η0 ∈ M. Let R(idI) be the essential range of idI ∈ Lip(I),

that is, R(idI) is the set of all ζ ∈ C for which {t ∈ I : |idI(t)− ζ| < ϵ} has positive measure

for all ϵ > 0. By definition, we see that R(idI) = idI(I) = I. For the spectrum σ(idI) of

idI , we observe that R(idI) = σ(idI) = îdI(M) (see, for example, [23, Lemma 2.63]). Thus,

there exists η0 ∈ M such that îdI(η0) = 1, which yields f̂ ′
0(η0) = λ0(2 + 2îdI(η0))/4 = λ0 as is

claimed. Fix an arbitrary z ∈ T, and then we see that λ0ĩdI ∈ λ0zV(η0,z) with
̂∆(λ0idI)′ = 0

on M. Applying (2.14) to f = λ0idI , we have ∆(λ0idI)(0) = α(λ0z, (η0, z)). Having in mind

that z ∈ T is arbitrary, we may enter z = ±1 into the last equality. Then we get

(2.17) α(λ0, (η0, 1)) = α(−λ0, (η0,−1)).

Note also that f̃0 ∈ λ0zV(η0,z), and thus

∆(f0)(0) + ∆̂(f0)′(ϕ1(η0))ϕ2(λ0z, (η0, z)) = α(λ0z, (η0, z))

by (2.14). Since ∆(λ0idI)(0) = α(λ0z, (η0, z)), we can rewrite the above equality as

(2.18) ∆(f0)(0) + ∆̂(f0)′(ϕ1(η0))ϕ2(λ0z, (η0, z)) = ∆(λ0idI)(0),

which yields |∆(λ0idI)(0)−∆(f0)(0)| = |∆̂(f0)′(ϕ1(η0))| ≤ ‖∆̂(f0)′‖∞. We thus obtain

2‖∆̂(f0)′‖∞ ≥ |∆(λ0idI)(0)−∆(f0)(0)|+ ‖∆̂(f0)′‖∞

= |∆(λ0idI)(0)−∆(f0)(0)|+ ‖ ̂∆(λ0idI)′ − ∆̂(f0)′‖∞

= ‖∆(λ0idI)−∆(f0)‖σ = ‖λ0idI − f0‖σ =
1

2
‖1̂I − îdI‖∞ =

1

2
.

Hence, we have ‖∆̂(f0)′‖∞ ≥ 1/4, which implies |∆(f0)(0)| ≤ 3/4, since ‖∆(f0)‖σ = 1. It

follows from (2.18) that

1 = |α(λ0z, (η0, z))| = |∆(λ0idI)(0)| = |∆(f0)(0) + ∆̂(f0)′(ϕ1(η0))ϕ2(λ0z, (η0, z))|.

Since |∆(f0)(0)| ≤ 3/4, we see that ∆̂(f0)′(ϕ1(η0)) 6= 0. By the liberty of the choice of z ∈ T,
we deduce from (2.18) that ϕ2(λ0z, (η0, z)) is invariant with respect to z ∈ T. Entering z = ±1

into ϕ2(λ0z, (η0, z)), we get

(2.19) ϕ2(λ0, (η0, 1)) = ϕ2(−λ0, (η0,−1)).
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Set f1 = λ0(2 + id2I)/4 ∈ S(Lip(I)), and then we have f̃1 ∈ λ0V(η0,1), because îdI(η0) = 1. We

deduce from (2.14) that

(2.20) ∆(f1)(0) + ∆̂(f1)′(ϕ1(η0))ϕ2(λ0, (η0, 1)) = α(λ0, (η0, 1)).

Combining (2.17) and (2.19) with (2.20), we have

∆(f1)(0) + ∆̂(f1)′(ϕ1(η0))ϕ2(−λ0, (η0,−1)) = α(−λ0, (η0,−1)).

Here, we recall that T (f̃1) = ∆̃(f1) by (2.4). Then the above equality with (2.5) and

(2.14) implies that T (f̃1) ∈ α(−λ0, (η0,−1))Vϕ(−λ0,(η0,−1)) = T (−λ0V(η0,−1)), which shows

f̃1 ∈ (−λ0)V(η0,−1). Consequently, f̃1 ∈ (−λ0)V(η0,−1) ∩ λ0V(η0,1), and therefore, we obtain

f1(0)− f̂ ′
1(η0) = −λ0 = −{f1(0) + f̂ ′

1(η0)}.

This leads to f1(0) = −f1(0), which yields f1(0) = 0. On the other hand, f1(0) = λ0(2 +

id2I(0))/4 = λ0/2 6= 0. This is a contradiction. We conclude that ∆(λ1I)(0) 6= 0 for all

λ ∈ T. □

Lemma 3.22. The values α(x) and ε0(x) are both independent from the variable x ∈ M×T;
we shall write α(x) = α and ε0(x) = ε0.

Proof. Take any λ ∈ T and x = (η, z) ∈ M×T. According to (2.14), applied to f = λ1I ,

we have

1 = |λε0(x)α(x)| = |∆(λ1I)(0) + ∆̂(λ1I)′(ϕ1(η))ϕ2(λ, x)|

≤ |∆(λ1I)(0)|+ |∆̂(λ1I)′(ϕ1(η))| ≤ ‖∆(λ1I)‖σ = 1.

The above inequalities show that

|∆(λ1I)(0) + ∆̂(λ1I)′(ϕ1(η))ϕ2(λ, x)| = 1 = |∆(λ1I)(0)|+ |∆̂(λ1I)′(ϕ1(η))|.

Note that ∆(λ1I)(0) 6= 0 by Lemma 3.21. By the above equality, there exists t ≥ 0 such that

∆̂(λ1I)′(ϕ1(η))ϕ2(λ, x) = t∆(λ1I)(0). We thus obtain

|t∆(λ1I)(0)| = |∆̂(λ1I)′(ϕ1(η))| = 1− |∆(λ1I)(0)|,

which yields (1 + t)|∆(λ1I)(0)| = 1. Consequently,

λε0(x)α(x) = ∆(λ1I)(0) + ∆̂(λ1I)′(ϕ1(η))ϕ2(λ, x) = (1 + t)∆(λ1I)(0) =
∆(λ1I)(0)

|∆(λ1I)(0)|
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by (2.14). Then α(x) = ∆(1I)(0)/|∆(1I)(0)| is independent from x ∈ M× T. Letting λ = i

in the above equality, we get iε0(x)α(x) = ∆(i1I)(0)/|∆(i1I)(0)|. Thus, ε0 is constant on

M× T. □

By Lemma 3.22, we can rewrite (2.15) as

(2.21) ∆(f)(0) + ∆̂(f)′(ϕ1(η))λ
ε0−ε1(x)ϕ2(x) = λε0α

for all λ ∈ T, x = (η, z) ∈ M× T and f ∈ S(Lip(I)) with f̃ ∈ λVx.

Lemma 3.23. Let η ∈ M, λ ∈ T and f ∈ S(Lip(I)) be such that f̂ ′(η) = λ. Then ∆(f)

satisfies ∆(f)(0) = 0 and

(2.22) ∆̂(f)′(ϕ1(η))ϕ2(λz, (η, z)) = (λz)ε0α

for all z ∈ T.

Proof. Fix an arbitrary z ∈ T. By the choice of f , we have f̃ ∈ λzV(η,z). By (2.21) with

ϕ2(λz, (η, z)) = (λz)ε0−ε1(η,z)ϕ2(η, z), we obtain

(2.23) ∆(f)(0) + ∆̂(f)′(ϕ1(η))ϕ2(λz, (η, z)) = (λz)ε0α.

We observe that ‖∆̂(f)′‖∞ 6= 0; for if ‖∆̂(f)′‖∞ = 0, then we would have ∆(f)(0) = (λz)ε0α

for all z ∈ T, which is impossible. Equality (2.23) shows that

1 = |∆(f)(0) + ∆̂(f)′(ϕ1(η))ϕ2(λz, (η, z))|

≤ |∆(f)(0)|+ |∆̂(f)′(ϕ1(η))| ≤ ‖∆(f)‖σ = 1,

and hence, |∆̂(f)′(ϕ1(η))| = ‖∆̂(f)′‖∞ 6= 0. Then there exists s ≥ 0 such that

(2.24) ∆(f)(0) = s∆̂(f)′(ϕ1(η))ϕ2(λz, (η, z)).

It follows from (2.23) that

(1 + s)∆̂(f)′(ϕ1(η))ϕ2(λz, (η, z)) = (λz)ε0α,

which yields (1+s)‖∆̂(f)′‖∞ = 1, or equivalently, s‖∆̂(f)′‖∞ = 1−‖∆̂(f)′‖∞. These equalities

show that

∆̂(f)′(ϕ1(η))ϕ2(λz, (η, z)) = ‖∆̂(f)′‖∞(λz)ε0α.

We deduce from the last equality with (2.24) that ∆(f)(0) = s‖∆̂(f)′‖∞(λz)ε0α = (1 −
‖∆̂(f)′‖∞)(λz)ε0α, that is,

∆(f)(0) = (1− ‖∆̂(f)′‖∞)(λz)ε0α.
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By the liberty of the choice of z ∈ T, we get 1 − ‖∆̂(f)′‖∞ = 0 = ∆(f)(0). Thus, by (2.23),

∆̂(f)′(ϕ1(η))ϕ2(λz, (η, z)) = (λz)ε0α for all z ∈ T. □

Lemma 3.24. For each λ, z ∈ T and η ∈ M,

ϕ2(λ, (η, z)) = λε0−ε1(η)ϕ2(1, (η, 1))z
ε1(η),

where ε1(η) = ε1(η, 1).

Proof. Fix arbitrary λ, z ∈ T and η ∈ M. Setting µ = λz and v = µ1M ∈ S(C(M)), we

see that I(v) ∈ S(Lip(I)) satisfies Î(v)′(η) = µ by (2.3). We may apply (2.22) to f = I(v),
and we get ∆̂(I(v))′(ϕ1(η))ϕ2(µz, (η, z)) = (µz)ε0α. Therefore, we obtain

∆̂(I(v))′(ϕ1(η))ϕ2(µz, (η, z)) = µε0α · zε0 = ∆̂(I(v)′(ϕ1(η))ϕ2(µ, (η, 1))z
ε0 .

Then ∆̂(I(v))′(ϕ1(η)) 6= 0, and hence ϕ2(µz, (η, z)) = ϕ2(µ, (η, 1))z
ε0 . This implies

ϕ2(λ, (η, z)) = ϕ2(λz, (η, 1))z
ε0 .

Applying Lemmas 3.19 and 3.22 to the last equality, we now get

ϕ2(λ, (η, z)) = ϕ2(λz, (η, 1))z
ε0 = (λz)ε0−ε1(η)ϕ2(1, (η, 1))z

ε0

= λε0−ε1(η)ϕ2(1, (η, 1))z
ε1(η).

Consequently, ϕ2(λ, (η, z)) = λε0−ε1(η)ϕ2(1, (η, 1))z
ε1(η). □

We shall write ϕ2(1, (η, 1)) = ϕ2(η) for simplicity. According to Lemma 3.24, we can write

(2.25) ϕ2(λ, (η, z)) = λε0−ε1(η)ϕ2(η)z
ε1(η)

for all λ ∈ T and (η, z) ∈ M×T. Combining (2.21) and (2.25), with ϕ2(λ, x) = λε0−ε1(x)ϕ2(x),

we obtain

(2.26) ∆(f)(0) + ∆̂(f)′(ϕ1(η))λ
ε0−ε1(η)ϕ2(η)z

ε1(η) = λε0α

for all λ ∈ T, (η, z) ∈ M× T and f ∈ S(Lip(I)) with f̃ ∈ λV(η,z).

Lemma 3.25. Let λ ∈ T, (η, z) ∈ M×T and f ∈ S(Lip(I)) be such that f̃ ∈ λV(η,z). Then

∆(f)(0) = |∆(f)(0)|λε0α and ∆̂(f)′(ϕ1(η)) = ‖∆̂(f)′‖∞λε1(η)αϕ2(η)z
−ε1(η).

In particular,

(2.27) |∆(f)(0)|+ |∆̂(f)′(ϕ1(η))| = |f(0)|+ |f̂ ′(η)|

for all f ∈ S(Lip(I)) with f̃ ∈ λV(η,z).
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Proof. By assumption, (2.26) holds. Taking the modulus of (2.26) to get

1 ≤ |∆(f)(0)|+ |∆̂(f)′(ϕ1(η))λ
ε0−ε1(η)ϕ2(η)z

ε1(η)|(2.28)

≤ |∆(f)(0)|+ ‖∆̂(f)′‖∞ = ‖∆(f)‖σ = 1.

We derive from the last inequalities that |∆̂(f)′(ϕ1(η))| = ‖∆̂(f)′‖∞.

If ∆(f)(0) = 0, then the identity ∆(f)(0) = |∆(f)(0)|λε0α is obvious; in addition, ‖∆̂(f)′‖∞ =

‖∆(f)‖σ = 1, and hence ∆̂(f)′(ϕ1(η)) = ‖∆̂(f)′‖∞λε1(η)αϕ2(η)z
−ε1(η) by (2.26). We next con-

sider the case when ∆(f)(0) 6= 0. There exists s ≥ 0 such that ∆̂(f)′(ϕ1(η))λ
ε0−ε1(η)ϕ2(η)z

ε1(η) =

s∆(f)(0) by (2.28). Entering the last equality into (2.26) to get (1 + s)∆(f)(0) = λε0α. We

thus obtain (1 + s)|∆(f)(0)| = 1, and consequently, ∆(f)(0) = |∆(f)(0)|λε0α holds even if

∆(f)(0) 6= 0. Having in mind that |∆(f)(0)|+ ‖∆̂(f)′‖∞ = 1, we infer from (2.26) that

‖∆̂(f)′‖∞λε0α = (1− |∆(f)(0)|)λε0α = λε0α−∆(f)(0)

= ∆̂(f)′(ϕ1(η))λ
ε0−ε1(η)ϕ2(η)z

ε1(η).

This shows that ∆̂(f)′(ϕ1(η)) = ‖∆̂(f)′‖∞λε1(η)αϕ2(η)z
−ε1(η). Since f̃ ∈ λV(η,z), we get

1 = |λ| = |f(0) + f̂ ′(η)z| ≤ |f(0)|+ |f̂ ′(η)| ≤ ‖f‖σ = 1,

and hence |∆(f)(0)|+ |∆̂(f)′(ϕ1(η))| = 1 = |f(0)|+ |f̂ ′(η)|. □

For each λ ∈ T and η ∈ M, we define λPη by

λPη = {u ∈ S(C(M)) : u(η) = λ}.

Lemma 3.26. Let η0 ∈ M and f ∈ S(Lip(I)). We set λ = f̂ ′(η0)/|f̂ ′(η0)| if f̂ ′(η0) 6= 0,

and λ = 1 if f̂ ′(η0) = 0. For each t ∈ R with 0 < t < 1, there exists ut ∈ Pη0 such that

|tf(0)|λ+ tf̂ ′ +
{
1− |tf(0)| − |tf̂ ′(η0)|

}
λut ∈ λPη0 .

Proof. Note first that 1 − |tf(0)| − |tf̂ ′(η0)| > 0, since |tf(0)| + |tf̂ ′(η0)| ≤ ‖tf‖σ < 1.

We set r = 1− |tf(0)| − |tf̂ ′(η0)|,

G0 =
{
η ∈ M : |tf̂ ′(η)− tf̂ ′(η0)| ≥

r

4

}
,

and Gm =
{
η ∈ M :

r

2m+2
≤ |tf̂ ′(η)− tf̂ ′(η0)| ≤

r

2m+1

}
for each m ∈ N. We see that Gn is a closed subset of M with η0 6∈ Gn for all n ∈ N∪{0}. For
each n ∈ N ∪ {0}, there exists vn ∈ Pη0 such that

(2.29) vn = 0 on Gn
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by Urysohn’s lemma. Setting ut = v0
∑∞

n=1 vn/2
n, we see that ut converges in C(M), since

‖vn‖∞ = 1 for all n ∈ N. We observe that

1 = ut(η0) ≤ ‖ut‖∞ ≤ ‖v0‖∞
∞∑
n=1

‖vn‖∞
2n

= 1,

and hence ut ∈ Pη0 . Here, we define

wt = |tf(0)|λ+ tf̂ ′ + rλut ∈ C(M).

We shall prove that wt ∈ λPη0 . Since ut(η0) = 1 and tf̂ ′(η0) = |tf̂ ′(η0)|λ, we have

wt(η0) = |tf(0)|λ+ tf̂ ′(η0) +
{
1− |tf(0)| − |tf̂ ′(η0)|

}
λ = λ.

Fix an arbitrary η ∈ M. To prove that |wt(η)| ≤ 1, we shall consider three cases. First, we

consider the case when η ∈ G0. Then v0(η) = 0 by (2.29), and hence ut(η) = 0 by definition.

We thus obtain |wt(η)| ≤ ||tf(0)|λ + tf̂ ′(η)| ≤ ‖tf‖σ < 1, and consequently, |wt(η)| < 1 if

η ∈ G0.

We next consider the case when η ∈ ∪∞
n=1Gn, and then η ∈ Gm for some m ∈ N. By the

choice of Gm, we get |tf̂ ′(η)−tf̂ ′(η0)| ≤ r/2m+1. Thus, |tf̂ ′(η)| ≤ |tf̂ ′(η0)|+r/2m+1. We derive

from (2.29) that |rλut(η)| ≤ r|v0(η)|
∑

n ̸=m |vn(η)|/2n ≤ r(1− 2−m). Since |tf(0)|+ |t̂f ′(η0)| =
1− r, we obtain

|wt(η)| ≤ |tf(0)|+ |tf̂ ′(η)|+ |rλut(η)| ≤ |tf(0)|+ |tf̂ ′(η0)|+
r

2m+1
+ r

(
1− 1

2m

)
= (1− r)− r

2m+1
+ r = 1− r

2m+1
< 1.

Hence, |wt(η)| < 1 for η ∈ ∪∞
n=1Gn.

Finally we consider the case when η 6∈ ∪∞
n=0Gn. Then f̂ ′(η) = f̂ ′(η0), and hence |wt(η)| ≤

|tf(0)|+ |tf̂ ′(η0)|+ r = 1. We thus conclude that |wt(η)| ≤ 1 for all η ∈ M, and consequently,

wt ∈ λPη0 . □

3. Proof of Main results

Proof of Theorem 3.1. Fix arbitrary f ∈ S(Lip(I)) and η ∈ M. Set ζ = ϕ1(η) and

λ = f̂ ′(η)/|f̂ ′(η)| if f̂ ′(η) 6= 0, and λ = 1 if f̂ ′(η) = 0. Thus, f̂ ′(η) = |f̂ ′(η)|λ. For each t ∈ R
with 0 < t < 1, we define r = 1 − |tf(0)| − |tf̂ ′(η)|, and then r > 0. By Lemma 3.26, there
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exists ut ∈ Pη such that wt = |tf(0)|λ+ tf̂ ′ + rλut ∈ λPη. We obtain

‖wt − f̂ ′‖∞ = ‖|tf(0)|λ+ (t− 1)f̂ ′ + rλut‖∞

≤ |tf(0)|+ (1− t)‖f̂ ′‖∞ + 1− |tf(0)| − |tf̂ ′(η)|

= (1− t)‖f̂ ′‖∞ + 1− |tf̂ ′(η)|.

Since wt ∈ λPη, we see that Î(wt)′(η) = wt(η) = λ, that is, Ĩ(wt) ∈ λV(η,1). Then ∆(I(wt))(0) =
0 and ̂∆(I(wt))′(ζ) = ̂∆(I(wt))′(ϕ1(η)) = λε1(η)αϕ2(η) by Lemma 3.25. We get

1− |∆̂(f)′(ζ)| = |λε1(η)αϕ2(η)| − |∆̂(f)′(ζ)| ≤ |λε1(η)αϕ2(η)− ∆̂(f)′(ζ)|

= | ̂∆(I(wt))′(ζ)− ∆̂(f)′(ζ)| ≤ ‖ ̂∆(I(wt))′ − ∆̂(f)′‖∞

= ‖∆(I(wt))−∆(f)‖σ − |∆(f)(0)|

= ‖I(wt)− f‖σ − |∆(f)(0)| = |f(0)|+ ‖wt − f̂ ′‖∞ − |∆(f)(0)|

≤ |f(0)|+ (1− t)‖f̂ ′‖∞ + 1− |tf̂ ′(η)| − |∆(f)(0)|,

where we have used that ∆(I(wt))(0) = 0 = I(wt)(0) and ∆ is an isometry. Letting t ↗ 1 in

the above inequalities, we have

(3.1) 1− |∆̂(f)′(ζ)| ≤ |λε1(η)αϕ2(η)− ∆̂(f)′(ζ)| ≤ |f(0)|+ 1− |f̂ ′(η)| − |∆(f)(0)|.

In particular, we obtain |∆(f)(0)| − |∆̂(f)′(ζ)| ≤ |f(0)| − |f̂ ′(η)|, that is,

(3.2) |∆(f)(0)| − |∆̂(f)′(ϕ1(η))| ≤ |f(0)| − |f̂ ′(η)|.

Let η0 ∈ M be such that |f̂ ′(η0)| = ‖f̂ ′‖∞. There exist µ, z ∈ T such that f(0) = |f(0)|µ and

f̂ ′(η0) = |f̂ ′(η0)|z = ‖f̂ ′‖∞z. Thus,

f(0) + f̂ ′(η0)zµ = (|f(0)|+ ‖f̂ ′‖∞)µ = ‖f‖σµ = µ,

and hence f̃ ∈ µV(η0,zµ). Equality (2.27) shows that

(3.3) |∆(f)(0)|+ |∆̂(f)′(ϕ1(η0))| = |f(0)|+ |f̂ ′(η0)|.

Note that |∆(f)(0)| − |∆̂(f)′(ϕ1(η0))| ≤ |f(0)| − |f̂ ′(η0)| holds by (3.2). If we add the last

inequality to (3.3), we get |∆(f)(0)| ≤ |f(0)|. We may apply the above arguments to ∆−1,

then we obtain |∆−1(g)(0)| ≤ |g(0)| for all g ∈ S(Lip(I)). Entering g = ∆(f) into the last

inequality to get |f(0)| ≤ |∆(f)(0)|, and thus

|∆(f)(0)| = |f(0)|.
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It follows from (3.2) that |f̂ ′(η)| ≤ |∆̂(f)′(ϕ1(η))|. Having in mind that f̃ ∈ µV(η0,zµ) and

f(0) = |f(0)|µ, we derive from Lemma 3.25 that

(3.4) ∆(f)(0) = |∆(f)(0)|µε0α = |f(0)|µε0α = [f(0)]ε0α,

where [ν]ε0 = ν if ε0 = 1 and [ν]ε0 = ν if ε0 = −1 for ν ∈ C.
Now we shall prove that ϕ1 is injective. Suppose that ϕ1(η1) = ϕ1(η2) for η1, η2 ∈

M. Set f1 = I(1M), and thus f̂ ′
1(ηj) = 1 for j = 1, 2 by (2.3). Equalities (2.22) and

(2.25) show that ∆̂(f1)′(ϕ1(ηj))ϕ2(ηj) = α for j = 1, 2. Since ϕ1(η1) = ϕ1(η2), we have

ϕ2(η1) = ϕ2(η2). Applying Lemmas 3.17, 3.22 and 3.24 to (2.8) with λ = 1, we obtain

T (V(1,(η,1))) = αV(ϕ1(η),ϕ2(η)). Therefore, we get T (V(1,(η1,1))) = T (V(1,(η2,1))), and consequently,

V(1,(η1,1)) = V(1,(η2,1)). Lemma 3.4 shows that η1 = η2, which proves that ϕ1 is injective. Now,

we may apply the arguments in the last paragraph to ∆−1 and ϕ−1
1 , and then we obtain

|∆̂(f)′(ζ)| ≤ | ̂(∆−1(∆(f)))′(ϕ−1
1 (ζ))|, which shows |∆̂(f)′(ϕ1(η))| ≤ |f̂ ′(η)|. We thus conclude

that |∆̂(f)′(ζ)| = |∆̂(f)′(ϕ1(η))| = |f̂ ′(η)|. By inequalities (3.1) and |∆(f)(0)| = |f(0)|, we
obtain

|λε1(η)αϕ2(η)− ∆̂(f)′(ζ)|+ |∆̂(f)′(ζ)| = 1.

The above equality implies that ∆̂(f)′(ζ) = sλε1(η)αϕ2(η) for some s ≥ 0. Then

s = |sλε1(z)αϕ2(η)| = |∆̂(f)′(ζ)| = |f̂ ′(η)|,

and thus, sλε1(η) = |f̂ ′(η)|λε1(η) = [f̂ ′(η)]ε1(η), since f̂ ′(η) = |f̂ ′(η)|λ. We infer from ∆̂(f)′(ζ) =

sλε1(η)αϕ2(η) that ∆̂(f)′(ζ) = [f̂ ′(η)]ε1(η)αϕ2(η). Hence,

(3.5) ∆̂(f)′(ϕ1(η)) = αϕ2(η) [f̂ ′(η)]ε1(η)

for all f ∈ S(Lip(I)) and η ∈ M.

We now define T : Lip(I) → Lip(I) by

T (g) =


‖g‖σ∆

(
g

‖g‖σ

)
if g ∈ Lip(I) \ {0},

0 if g = 0.

By the definition of T with (3.4) and (3.5), we observe that

(3.6) T (g)(0) = α[g(0)]ε0 and T̂ (g)′(ϕ1(η)) = αϕ2(η)[ĝ′(η)]
ε1(η)
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for all g ∈ Lip(I) and η ∈ M. We thus obtain

‖T (g1)− T (g2)‖σ = |T (g1)(0)− T (g2)(0)|+ sup
η∈M

|T̂ (g1)′(ϕ1(η))− T̂ (g2)′(ϕ1(η))|

= |g1(0)− g2(0)|+ sup
η∈M

|ĝ′1(η)− ĝ′2(η)| = ‖g1 − g2‖σ

for all g1, g2 ∈ Lip(I), where we have used ϕ1(M) = M. Hence T is an isometry on Lip(I). We

infer from (3.6) that T is real linear. We deduce that T is surjective, since so is ∆. Therefore,

T is a surjective, real linear isometry on Lip(I) that extends ∆ to Lip(I). □

Proof of Corollary 3.2. Let T1 be a surjective isometry on Lip(I). By the Mazur–Ulam

theorem [52], T1−T1(0) is a surjective, real linear isometry. Without loss of generality, we may

and do assume that T1 is a surjective real linear isometry. Since T−1
1 has the same property as

T1, we see that T1 maps S(Lip(I)) onto itself. Now we may apply (3.4) and (3.5) to T1, and

then we obtain

T1(f)(0) = α[f(0)]ε0 and T̂1(f)′(ϕ1(η)) = αϕ2(η)[f̂ ′(η)]ε1(η)

for all f ∈ Lip(I) and η ∈ M, where α ∈ T, ε0 ∈ {±1}, ϕ1 : M → M, ϕ2 : M → T and

ε1 : M → {±1} are from proof of Theorem 3.1. As we proved in the second paragraph of

Proof of Theorem 3.1, we know that ϕ1 is injective. By Lemma 3.9, ψ1 = ϕ−1
1 is well defined,

and then we have

(3.7) T̂1(f)′(η) = αϕ2(ψ1(η))[f̂ ′(ψ1(η))]
ε1(ψ1(η))

for f ∈ Lip(I) and η ∈ M. We shall prove that ψ1 and ϕ2 are both continuous. Let {ηa} be a

net in M converging to η ∈ M. By the continuity of T̂1(f)′, we see that |T̂1(f)′(ηa)| converges
to |T̂1(f)′(η)| for each f ∈ Lip(I). This implies that |f̂ ′(ψ1(ηa))| converges to |f̂ ′(ψ1(η))| for
every f ∈ Lip(I) by (3.7). Since the weak topology of M induced by the family {|f̂ ′| : f ∈
Lip(I)} is Hausdorff, we observe that the identity map from M with the original topology

onto M with the weak topology is a homeomorphism. Hence, ψ1(ηa) converges to ψ1(η) with

respect to the original topology of M, and thus ψ1 is continuous on M. Since ψ1 is a bijective

continuous map on the compact Hausdorff space M, it must be a homeomorphism. Let idI

be the identity function on I. Then we have T̂1(idI)′ = αϕ2 ◦ ψ1 by (3.7), which implies the

continuity of ϕ2 on M. Moreover, the identity ̂T1(i(idI))′ = αϕ2 ◦ ψ1 i(ε1 ◦ ψ1) shows that

ε1 ◦ ψ1 is continuous on M. Since ψ1 is a homeomorphism, we have ε1 = (ε1 ◦ ψ1) ◦ ψ−1
1 is

continuous on M as well. Then M1 = {η ∈ M : ε1(ψ1(η)) = 1} is a closed and open subset

of M with ε1(ψ1(η)) = −1 for all η ∈ M \M1.
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We define a map Φ: C(M) → C(M) by Φ(u)(η) = [u(ψ1(η))]
ε1(ψ1(η)) for u ∈ C(M) and

η ∈ M. We see that Φ is a well defined real linear map on C(M). For each v0 ∈ C(M),

we set u0(η) = [v0(ψ
−1
1 (η))]ε1(η) for η ∈ M. Then we have Φ(u0)(η) = [u0(ψ1(η))]

ε1(ψ1(η)) =

[v0(η)]
ε1(ψ1(η))ε1(ψ1(η)) = v0(η), which shows that Φ is surjective. It is routine to check that Φ

is an injective homomorphism, and consequently, Φ is a real algebra automorphism on C(M).

Let Γ be the Gelfand transformation from L∞(I) onto C(M), that is, Γ(h) = ĥ for h ∈ L∞(I).

We define a real algebra automorphism Ψ = Γ−1 ◦ Φ ◦ Γ on L∞(I). For each f ∈ Lip(I) and

η ∈ M, we obtain

[f̂ ′(ψ1(η))]
ε1(ψ1(η)) = Φ(f̂ ′)(η) = (Φ ◦ Γ)(f ′)(η) = (Γ ◦Ψ)(f ′)(η) = Γ(Ψ(f ′))(η).

By the continuity of ϕ2 and ψ1, we may set h0 = Γ−1(αϕ2 ◦ ψ1) ∈ L∞(I). We derive from (3.7)

that

T̂1(f)′(η) = Γ(h0)(η)Γ(Ψ(f ′))(η) = Γ(h0Ψ(f ′))(η) = ̂h0Ψ(f ′)(η)

for all η ∈ M. Therefore, we conclude T1(f)
′ = h0Ψ(f ′) for every f ∈ Lip(I). According to

(2.2), we have

T1(f)(t) = T1(f)(0) +

∫ t

0

T1(f)
′ dm = α[f(0)]ε0 +

∫ t

0

h0Ψ(f ′) dm

for every t ∈ I and f ∈ Lip(I). □
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[12] A. Campos-Jiménez, F.J. Garćıa-Pacheco, Geometric Invariants of Surjective Isometries between

Unit Spheres, Mathematics 2021; 9(18):2346. https://doi.org/10.3390/math9182346

[13] M. Cambern, Isometries of certain Banach algebras, Studia Math. 25 (1964/65), 217–225.

[14] L. Cheng, Y. Dong, On a generalized Mazur-Ulam question: extension of isometries between unit

spheres of Banach spaces, J. Math. Anal. Appl. 377 (2011), 464-470.

[15] L. Cheng and Y. Dong, On a generalized Mazur-Ulam question: extension of isometries between

unit spheres of Banach spaces, J. Math. Anal. Appl. 377 (2011), 464–470.

108



[16] C.-H. Chu, T. Dang, B. Russo, B. Ventura, Surjective isometries of real C∗-algebras, J. London

Math. Soc. (2) 47, no. 1 (1993), 97-118.

[17] John B. Conway, A Course in Functional Analysis. Second Edition. Graduate Texts in Mathmatics,

96. Springer-Verlag, New York, 1990.

[18] M. Cueto-Avellaneda, A.M. Peralta, The Mazur–Ulam property for commutative von Neumann

algebras, Linear and Multilinear Algebra 68, No. 2 (2020), 337-362.

[19] M. Cueto-Avellaneda, A.M. Peralta, On the Mazur–Ulam property for the space of Hilbert-space-

valued continuous functions, J. Math. Anal. Appl. 479, no. 1 (2019), 875–902.

[20] M. Cueto-Avellaneda, D. Hirota, T. Miura and A.M. Peralta, Exploring new solutions to Tingley’s

problem for function algebras, Quaest. Math. 46 no. 7, 1315–1346 (2023).

[21] T. Dang, Real isometries between JB∗-triples, Proc. Amer. Math. Soc. 114 (1992), no. 4, 971–980.

[22] G.G. Ding, The 1–Lipschitz mapping between the unit spheres of two Hilbert spaces can be extended

to a real linear isometry of the whole space, Sci. China Ser. A 45, no. 4 (2002), 479–483.

[23] R.G. Douglas, Banach algebra techniques in operator theory. Second edition, Graduate Texts in

Mathematics 179, Springer-Verlag, New York, 1998.

[24] C.M. Edwards, F.J. Fernández-Polo, C.S. Hoskin, A.M. Peralta, On the facial structure of the unit

ball in a JB∗-triple, J. Reine Angew. Math. 641 (2010), 123-144.

[25] X.N. Fang, J.H. Wang, Extension of isometries between the unit spheres of normed space E and

C(Ω), Acta Math. Sinica (Engl. Ser.) 22 (2006), 1819–1824.
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