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A Method for Depth Extraction by Motion Parallax*
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SUMMARY A Dynamic Depth Extraction Method
(DDEM) is proposed, which measures the time required for an
edge to move through a known distance on the image plane and
hence is able to calculate depth. Experimental results for three
vertical bars in different depths show that the mean depths
obtained by DDEM were almost the same as those obtained from
direct measurement. The fluctuation of obtained depth was
about 3.6%, which corresponds to one half frame difference in
matching time of the near bar. Three kinds of thresholds (A, A
and A;) were introduced to reduce the noise affection. There was
a wide range of thresholds for which the depth can be extracted
stably. The DDEM was also successfully applied to recovering
3D structure of a complicated room.

1. Introduction

There are many depth extraction systems which
are employed in the human visual information process-
ing system such as binocular disparity, binocular con-
vergence, gradient of texture and motion parallax. We
propose a depth extraction method related to motion
parallax. In this paper we describe a dynamic depth
extraction method (DDEM) which tracks the time
taken for an object to move through a known distance
on the image plane. Experimental results are also
reported.

Motion parallax and image sequence analysis have
been used by many researchers. Our approach
(DDEM) has following advantages.

(a) The Epipolar-Plane Image Analysis proposed

" by Bolles et al. (1987)® and Yamamoto (1986)®
requires a huge amount of memory and involves addi-
tive picture processing such as straight line extraction
on the epipolar-plane image. The DDEM method is
able to process a image sequence without requiring
large amount of memory nor complex image process-
ing. .

(b) The existing stereo method of searching for

corresponding points and extracting disparity based on
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correlation can involve enormous calculation.
Matthies et al. (1988) ® used motion parallax and
image sequences for depth estimation. In this work the
search of corresponding points is comparatively easy,
because the camera motion between frames is small.
However, the distance moved on the image plane
between frames is not accurate and so some complex
calculation and integration of global disparity using
methods such as the Kalman filter and regularization
are required for determining accurate disparity. These
problems arise because the number of pixels moved on
the degitized image plane during a constant time inter-
val is counted. The DDEM method does not requite
such complex processing because the method can calcu-
late the time taken for an object to move through a
known distance.

(c) The trade-off between the occlusion and the
correspondence problem on the one hand and the
accuracy of depth extraction on the other hand is
involved in the traditional methods, because the accu-
racy of depth depends on the distance between the
corresponding points there. The accuracy of depth in
the DDEM depends principally on the number of
frames per second, rather than the image resolution or
the total distance of camera motion. Therefore, such a
problem does not appear seriously in the DDEM
method as in Bolles™, Yamamoto® and Matthies
et al.®

(d) 1In principle, the DDEM method is applicable
to arbitrary camera attitudes.

2. Velocity Representation

When the observer (camera) moves in a perpen-
dicular direction to the visual line (the optical axis),
objects which are located close to the camera appear to
move quickly while objects further away move more
slowly. Therefore, if the velocity of an object is
observed and the velocity of the observer is known, the
depth of the object can be obtained.

Some examples of velocity representation® are as
follows :

y=dx/dt
yv=—[dI/dt]/[ dI/dx ]

( 1 )(5)
( 2 )(6)—(8)



MORI and YAMAMOTO: DEPTH EXTRACTION BY MOTION PARALLAX

v= W/ W, (3)@

where I (x, y) is the brightness at an image point (x,
y), W; the temporal frequency and W; the spatial
frequency.

There are two approaches to obtaining a solution
in representation (1) above.
(a) Measurement of the distance which an edge
( object ) moves during the known time inter-
valh-@,00)
(b) Measurement of the time required for an edge to
move through a fixed distance
In the first case, the situation is similar to the measure-
ment of binocular disparity, and the problems of stereo
correspondence and occlusion will occur if the
observer moves an appreciable distance. In the second
case, it is possible to use a large number of sequential
images instead of the single binocular stereo pair.
Therefore, a large camera motion is not necessary to
obtain an accurate depth, and the above correspond-
ence and occlusion problems will seldom occur when
the fixed distance interval is small (e.g., one pixel).
Even in the case of occlusion, we can still obtain the
time when the occlusion occurs using the measured
time of the nearest object.

3. Dynamic Depth Extraction Method

The DDEM consists of the extraction of the time
required for an object to move through a fixed distance
of one pixel and the calculation of the depth value at
each pixel.

The objects we consider are the edges which are
identified by examining the brightness gradient. The
time taken for a particular edge to move through a
fixed distance of one pixel is computed for all edges.
This time is computed by comparing the image at any
time ¢ with the target image which is generated from
the initial image by shifting it with one pixel. The
method calculates the Degree of Mismatching for all
pixels and stores the result in a point structure which
monitors the current state of processing. A total of 128
images are acquired over the observation period in our
experiments.

3.1 Extracting the Time T (x, y) Required for an
Object to Move a Fixed Distance

I(x, y, t) is the brightness at a location (x, y) on
the image plane at time ¢ recorded by a TV camera
moving from left to right through a fixed interval of
0.3mm, where (1 < x, y,¢ < 128). G(x, y, t) is the
gradient of brightness in the horizontal direction, and
is defined as

Gx,ypt)=TI(x+1yt)—I(xyt).

I(x, y) is the target image plane produced from the
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a. image at time t=1 at a point(x,y)

{

b. image at a matched time t=T(x,y)

c. image shifted one picture element at time t=1

— direction of camera motion
« direction of image motion

Fig. 1 Principle of extracting the moving time T (x, y).

first image I(x, y,1) by shifting with one picture
element to the left. Gy(x, y) is the associated bright-
ness gradient (See Fig. 1c). These are defined as

Lix, p)=I(x+1,y,1),
Gx,)=Ix+2,p1)—I(x+ 11,

We introduce S (x, y) as a plane which monitors the
current state of processing. The initial values of S (x,
y) are defined as

1if Go(x, y)=A> 0
0if Go(x, y) <A

where A; is a threshold value which is used to detect
edge points. We wish to extract the time 7 (x, y) for
each point, when the following condition is satisfied
(See Fig. 1b),

Lix,y)=1(x, 5 T(x,y)),
Go(x, y)= G{(x, 3 T(x,y)).

Unfortunately this condition (4 ) is seldom complete-
ly satisfied. Therefore, we extract 7 (x, y) as a mean
value of the time when the condition (4) is approxi-
mately satisfied. We also introduce d’(x, y) as a plane
which stores a current weighting value. The initial
value of d’(x, y) and T (x, y) are zero. The Degree of
Mismatching is defined as follows,

dx,yt)=1(x,y t)— Lix y)|+| G(x, 3 t)

S(x, y) ={

(4)
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— Go(x, )| (5)

This quantity d (x, y, t) is introduced to judge whether
or not an edge moved about one pixel on the image
plane. When an edge moved just one pixel at time ¢
d(x, y, t) must equal zero, because I(x, y, t) equals
L(x, y) and G(x, y, t) equals Gy(x, y).

The following calculations are carried out for all
points where S (x, y) = 1, until all values of S(x, y)
are changed to O or until the end of image plane (¢t =
128) is reached.

(i) if d(x y t)>A(>4) and T (x, y) = 0 then

S(x,y) =0
(ii) if d(x, y, t)<As then
T(x,p)=[d"(x,y)% T(xy)+ (k= d(xy
D) * t]/[d(x,y)+ (k= d(xy0)]
d'(x, y)=d'(x, y) + (— d(x, 5, 1))
As is a threshold to judge whether the Degree of
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moving direction of camera
6 : horizontal field of view of the camera
D :depth of an object edge

Fig. 3 Relation between variables D and 6.
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Mismatching d is small enough or not, and A, a thresh-
old which is used to eliminate false edges. Figure 2
shows the change of d(x, y, t) with time ¢ and the
extracted moving time T (x, y) at a location (x, y).

3.2 Calculation of Depth D(x, y) from T (x, y)

Let 8(23.55°) be the size of the horizontal visual
field of camera, D(x, y) be the depth of point (x, y),
X be a half of the horizontal visual field width at D (x,
y) and §(0.3 mm) be the moving pitch of the camera
as shown in Fig. 3. Then, the following equation is
obtained,

tan(6/2)= X/D(x, y) (6)

The camera must move X /64 for the edge to move one
pixel as the image has the size of 128 X 128 pixels and
the moving distance in (T (x, y)— 1) is 8% (T (x, »)
— 1). Hence

X/64 =08 % (T(x,y)— 1) (7)

From the Eqgs. (6) and (7), the depth D(x, y) is
obtained as follows,

D(x,y)=064 % § % (T (x, y)— 1)/tan(8/2)
(8)
4. Experimental Results
4.1 Three Vertical Bars
We applied the depth extraction algorithm to a seri-

es of scenes consisting of three vertical bars in different
depths. The brightness of the scene was quantized to

600+

400+

Number of edge points

200

(m)
Depth

Fig. 4 Histogram of points with depth.
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Table ] Mean depth of bars.

Near bar Middle bar Far bar

Hean depth D (mm) 1363 1978 2489

Standard Deviation S.D.(mm) 51 69 88

S.D./ D 0.0374 0.0351 0.0353

Measured distance (am) 13605 1980%5 25005

256 levels. The maximum brightness of the scene was
120 and that of the background was about 20.

The histogram of computed depths on the three
vertical bars is shown in Fig. 4. Table 1 shows the
mean distance (D), the standard deviation (S.D.) and
the relative standard deviation ( S.D./ D). The
obtained mean distances were almost the same as those
obtained from direct measurement. The S. D. of the
near bar corresponds to one frame difference in match-
ing time.

Figure 5 shows the change of error in the obtained
distance and the number of edge points for the thresh-
olds A, (A2—As) and As, respectively.

Figure 6 shows the change of S.D./D with the
threshold Ai, (12— As), As respectively. These results
show that changing the thresholds do not appreciably
affect the computed depth, i.e., there is a wide range of
thresholds for which the depth can be extracted stably.

4.2 Complicated Room Scene

As an example of the real world, we applied the
algorithm to a series of scenes of a fairly complicated
room (See Fig. 7). The result is shown in Fig. 8.

The values in Fig. 8 show the obtained depth.
The unit of the value is 10 cm. The obtained values

-were approximately equal to the real distance.

4.3 Discussion

The region where the DDEM can extract by 128
frames, which were observed at a moving pitch of 0.3
mm, is about 0.1-12 m. As each image was observed at
a rate of 33ms per frame, the velocity of camera
motion was about 0.032 km/h. The total moving time
and the total moving distance of camera were about
4.3 seconds and about 4 cm, respectively. The turn-
around time for 128 frames was about 4 seconds by
FACOM computer M380. The camera velocity was
low and the turn-around time was a little long in the
current experimental conditions. However, assuming
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ten processors and a high speed camera of more than
300 frames/sec (presently available), we can use the
camera velocity of 0.32 km/h (9 cm/sec) and the turn-
around time to obtain a depth map of a region of 0.1
-12m will be about 400 ms. Then, the DDEM is
applicable to the vision system of a mobile robot.

5. Conclusions and Future Work

We have proposed a dynamic depth extraction
method in which the time required for an edge to move
through a fixed distance on the image plane is extracted
at each point in parallel. The experimental results for
three vertical bars in different depths show that the
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Fig. 8 Result for complicated room scene.

mean depths obtained by DDEM were almost the same
as those obtained from direct measurement. The
fluctuation of obtained depths was about 3.6%, which
corresponds to one half frame difference in matching
time of the near bar. Three kinds of thresholds (A, Az
and As) were introduced to reduce the noise affection.
There was a wide range of thresholds for which the
depth can be extracted stably. The DDEM was also
successfully applied to a complicated room scene. The
DDEM was applied at the point where there is a
horizontal brightness gradient. Therefore, we need to
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combine this method with other procedures in order to
obtain a more complete depth map which includes
horizontal edges and other object points. In future
work we intend to address the problem of occlusion
which occurs when we wish to construct the 3D struc-
ture of a large region. As we can predict the time when
a near object occludes a far object using the moving
time of the near object, this problem can be solved.
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