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SUMMARY Delay Tolerant Network (DTN) has been emerged to sup-
port the network connectivity of the disruptive networks. A variety of rout-
ing methods have been proposed to reduce the latency for message delivery.
PROPHET was proposed as a probabilistic routing that utilizes history of
encounters and transitivity of nodes, which is computed as contact proba-
bility. While PROPHET improves the performance of DTN due to contact
probability, contact probability is just one parameter reflecting the mobil-
ity pattern of nodes, and further study on utilizing contacting information
of mobility pattern is still an important problem. Hence, in this paper, we
try to improve routing for DTN by using a novel metric other than contact
probability as mobility information. We propose the routing protocol to
use mean residual contact time that describes the contact period for a given
pair of nodes. The simulation results show that using the mean residual
contact time can improve the performance of routing protocols for DTN.
In addition, we also show in what situations the proposed method provides
more efficient data delivery service. We characterize these situations using
a parameter called Variation Metric.
key words: DTN, routing protocol, time variant mobility, mean residual
time, delivery latency

1. Introduction

DTN (Delay Tolerant Network) has been introduced to cope
with the disruption of intermittently connected networks.
Here, we consider the network consisting of mobile and
wireless nodes without fixed backbone infrastructure. In a
mobile network without infrastructure, there may be some
disruption caused by the limit of wireless radio range, en-
ergy resource, attack, noise, etc [1], [2]. In such disruptive
networks, it is sometimes possible to use routing protocols
for MANET (Mobile Ad hoc NETwork) to provide end-to-
end data delivery service; however, in a situation with se-
riously low connectivity, MANET protocol cannot be used
because MANET protocol is basically used for communi-
cation along an end-to-end connected path. Even in such
cases, DTN can support the disruption by means of the bun-
dle layer to extend the connectivity of opportunistic con-
tacts [3]. In DTN, source and destination do not have to be
connected through a connected multi-hop path. A source
node sends data to other nodes, these nodes forward the
data to the other nodes, and some of these data finally arrive
at the destination. One of the simplest ways to realize the
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routing of DTN is to use Flooding repeatedly [4]. However,
Flooding needs a lot of redundant transmissions. Hence, it
has been desired to reduce these redundant transmissions in
DTN [5]. To do this, early works proposed several efficient
routing protocols [6]–[11]. Epidemic introduced message
exchanges using simple flooding scheme among nodes [6].
Spray and Wait showed the efforts to significantly reduce the
overheads of flooding-based schemes [7]. NECTAR used a
Neighborhood Contact History which can send messages to
neighborhoods of destination [8].

Because the opportunistic contact strongly depends on
the mobility patterns for each node in DTN, it has been pro-
posed to utilize mobility information to improve the per-
formance. PROPHET (Probabilistic ROuting Protocol us-
ing History of Encounters and Transitivity) proposed the
estimation-based forwarding method that adopts the use of
contact probability [9]. PROPHET defines the concept of
contact probability depending on the simple random mo-
bility model, and shows efficiency in use of mobility in-
formation for routing in DTN. In addition to the original
PROPHET, there are efforts to improve the performance of
PROPHET. Advanced PROPHET proposed to use the av-
erage contact probability to address routing jitter based on
PROPHET [10]. In [11], authors showed the buffer manage-
ment scheme to reduce the redundant forwarding of deliv-
ered packets of mobile nodes by using the exchanges of the
acknowledgement ID.

As mentioned, PROPHET and PROPHET based rout-
ing protocols use the contact probability to effectively pro-
vide message delivery service in DTN. However, it has not
been shown that the contact probability is the most efficient
metric. Furthermore, it is not clear that contact probability is
still efficient in other mobility patterns because the contact
probability only depends on the number of contacts in a unit
time. The contact probability does not reflect the variance
of contact interval, which also affects characteristics of con-
tacts of mobile nodes. With this as background, we define a
new metric considering the mobility information and try to
use this metric for routing in DTN.

In this paper, we propose the routing protocol that re-
flects the variance of contact interval using a metric MRCT
(Mean Residual Contact Time). MRCT can describe the
contact period for a given pair of nodes. Moreover, we
consider a mobility model different from the simple random
model [12]. In our mobility model, a mobile node stays at
some places for a time interval and moves toward another
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place selected from the preference places of the node. This
kind of mobility model can be seen in our daily life. The per-
formance analysis of routing protocols was performed in the
proposed mobility model. The simulation result shows the
efficiency of the proposed routing protocol. In addition, we
also show the basic properties of the above mobility model
based on the theoretical analysis to support our proposal.

The rest of this paper is organized as follows. Sec-
tion 2 explains the motivation of this paper. The user pref-
erence based mobility model is defined and analyzed in
Sect. 3. Section 4 introduces the proposed routing proto-
col and Sect. 5 discusses the simulation results. Finally, we
conclude the paper in Sect. 6.

2. Motivation

PROPHET used delivery predictability as a metric, which
can approximate the contact probability [9]. For example,
there are node 1, node 2, node 3 and destination node D.
When node 1 and node 2 meet, they exchange and update
the contact probabilities. If the contact probability of node 2
is higher than that of node 1; P(1,D) < P(2,D), node 1 for-
wards data to node 2. The contact probability is updated by
Eqs. (1) and (2), where γ ∈ [0, 1] is the aging constant, k is
the number of time difference that have elapsed after the last
aged time, and Pinit ∈ [0, 1] is an initialization constant.

P(1,2) = P(1,2)old × γk, (1)

P(1,2) = P(1,2)old + (1 − P(1,2)old) × Pinit. (2)

PROPHET also considers the update for multi-hop forward-
ing from node 1 to node 3 via intermediate node 2 by using
Eq. (3), where β ∈ [0, 1] is a scaling constant.

P(1,3) = P(1,3)old + (1 − P(1,3)old) × P(1,2) × P(2,3) × β. (3)

Although PROPHET shows the usability of the con-
tact probability for DTN, the contact probability means the
number of contact at a certain time. The contact probability
is not sufficient to identify the time variant contact of DTN
because the contact of DTN could be opportunistic and the
contact interval can be variable with the contact model. In
the paper, we define the mobility model which can have the
large variance of the contact interval. When the nodes have a
small variance, we say that the contact model is the uniform
contact model. While, the variance of the contact interval
is high, we define that the contact model is the time variant
contact model. In this paper, these two contact models can
be used to differentiate the variance of the contact interval.

As mentioned, PROPHET selects a node with high
contact probability. The contact probability of the node be-
comes high when the mean contact interval becomes small
because the contact probability means the mean number of
contact in a unit time. However, the delivery latency of DTN
depends on not only the mean contact interval but also the
variance of the contact interval. Here, we give two examples
which can explain the effect of the mean value and the vari-
ance of the contact interval on the performance of routing

Fig. 1 The different contact interval.

protocols for DTN.
For example, there are two contact models with the

same mean value of the contact interval (500 sec) as shown
in Fig. 1. However, the variance of the contact interval is
quite different. Figure 1 (a) shows the contact pattern of
node 1 that periodically contacts to the destination. In this
contact model, the contact interval of node 1 is uniform. In
contrast, Fig. 1 (b) describes the large variance of the con-
tact interval of node 2 having the time variant contact model.
Consider another node 3 and suppose that node 3 contacts
to both nodes 1 and 2 at the time tc. Because of the differ-
ence between the variances of contact intervals for nodes 1
and 2, the residual time from tc to when node 1 contacts to
the destination is different with the residual time from tc to
when node 2 contacts to the destination. From the renewal
theory [13], we can compute the mean residual contact time
(MRCT) as

MRCT =
E(Tict

2)
2E(Tict)

, (4)

where E(Tict) and E(Tict
2) are the mean and the second

moment of the contact interval, respectively. In the ex-
ample of Fig. 1, while both node 1 and node 2 have the
same E(Tict) = 500 sec, the E(Tict

2) is different for each
node. Namely, E(Tict

2) = 250000 sec2 for node 1 and
E(Tict

2) = 570000 sec2 for node 2. As a result, the mean
residual times for nodes 1 and 2 are computed as 250 sec and
570 sec, respectively. Therefore, in this case, node 3 should
forward a packet to node 1 with higher priority than node 2
at tc. We call the above example as Case 1. Table 1 shows
the complete values of Case 1. Case 2 will be defined later.

In PROPHET, node 3 decides a node based on the con-
tact probability and forwards a packet to the node regardless
of the variance of the contact interval. Namely, PROPHET
cannot distinguish the above two nodes with different vari-
ances. As a result, the performance of PROPHET may be
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Table 1 Examples of E(Tict) and MRCT.

Table 2 The combined set of E(Tict) and MRCT.

degraded when a node has the large variance of the contact
interval. In other words, if a routing protocol is aware of dif-
ferentiating the variance of the contact interval, the routing
protocol can improve the delivery latency of DTN.

In the second example, if the mean contact interval of
node 1 and node 2 is different and even the E(Tict) = 500 sec
of node 1 is larger than the E(Tict) = 300 sec of node 2
as shown in Case 2 in Table 1, PROPHET tends to se-
lect node 2 regardless of the residual time of node 1 and
node 2. In Case 2, the residual time for node 1 is 250 sec,
and 570 sec is for node 2. In this example, the delivery la-
tency of PROPHET increases because PROPHET tends to
select node 2 based on the E(Tict) even if the residual time
of node 2 is large. Table 1 also shows the complete values
of Case 2. In Table 2, we show the five cases depending on
the combined set of the mean value of the contact interval
and the mean residual contact time.

In this paper, we first consider the various situations
with the different mean contact interval and the mean resid-
ual contact time. To do this, we introduce the metric called
VM (Variation Metric) to distinguish the above five cases.
While the characteristic of this metric is shown in Table 2,
this characteristic will be explained in the following section.
Second, we propose a new routing protocol that considers
the difference between the variances of contact intervals as
well as the mean number of contacts in a unit time.

3. Preference Based Mobility Model

In this section, we explain the preference based mobility
model and the effect of the variance of the contact interval
from the theoretical analysis.

3.1 Mobility Model for Our Daily Life

In our daily life, we usually know the visiting places, and
we can make a schedule which efficiently visits to the places
based on the user preference. To emulate our daily life, we
propose the preference based mobility model. The proposed

Fig. 2 Preference based mobility model.

mobility model can show the time variant contact with the
variance of the contact interval. To describe this character-
istic, we first consider the following simple mobility model
in this section. The generalized version of the proposed mo-
bility model will be explained in Sect. 5.

As shown in Fig. 2, there are three visiting regions: re-
gion A, region B, and region C. A mobile node (m) has a
preference to visit region A and C with a visiting probability
PBA. When the node leaves region B, the node decides to go
to region A with probability PBA and region C with proba-
bility 1 − PBA. Moreover, the node has exponential random
staying times with mean values TA, TB, and TC for regions
A, B, and C, respectively, and constant moving times TAB

and TBC for edge AB and edge BC, respectively.
This mobility model is used to realize our daily mo-

bility model in the uniform and time variant contact model.
The contact model is defined as the contact patterns between
a mobile node and a fixed node at region C. The ratio of
MRCT to E(Tict) can classify the variance of contact model.
The contact pattern becomes more variant if MRCT/E(Tict)
is large from the fact that the relative standard deviation is
computed by σ(Tict)/E(Tict) =

√
((MRCT/2E(Tict)) − 1),

where σ(Tict) is the standard deviation of the contact inter-
val Tict. In the proposed mobility model, E(Tict) and MRCT
can be computed as follows:

E(Tict) = −TB+2TBC+PBA(TA+2TAB−2TBC−TC)+TC

−1 + PBA
,

(5)

MRCT =

TC−[{TB
2+2PBA(TAB−TBC)(TA+TAB−TBC)

+2TBTBC+2TBC
2+PBA(TA

2+2TA(TAB+TB+TBC)

+2(TAB
2+2TAB(TB+TBC)−TBC(TB+2TBC))}/

{(−1+PBA)(TB+2TBC+PBA(TA+2TAB−2TBC−TC)

+TC)}].

(6)

The derivations of these equations are provided in Ap-
pendix. From these equations, we found the following prop-
erties on E(Tict) and MRCT: MRCT/E(Tict) is always larger
than or equal to 0.5, and MRCT/E(Tict) becomes large if
PBA is small and TA or TAB is large. Therefore, we can
make the time variant contact model in the proposed mo-
bility model by using small PBA and large TA or TAB.

3.2 Characteristic of Preference Based Mobility Model

In this subsection, we consider in what situation the perfor-
mance of PROPHET may be degraded and can be improved
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by considering the variance of contact interval in the routing
protocol. As explained in Sect. 2, the five cases should be
discussed because the performance of PROPHET may de-
pend on such parameters, which are mean contact interval
and mean residual contact time as shown in Table 2. For the
above purpose, we introduce the metric to distinguish these
five cases. We call the metric as VM (Variation Metric).

First, we define VM for the case of two nodes, node i
and node j. Suppose that the mean contact intervals of node
i and node j are MCIi and MCI j, respectively. Let MRCTi

and MRCT j be the mean residual contact time of node i and
node j, respectively. VM can be computed by Eq. (7).

VM2(i, j) = max

{
MCIi ×MRCT j

MCI j ×MRCTi
,

MCI j ×MRCTi

MCIi ×MRCT j

}
.

(7)

The metric, VM can be used as an indicator that classifies
the degree of mean contact interval and the variance of con-
tact interval. In here, we recall the first example of the five
cases to explain the property of the proposed metric. In the
example, PROPHET selects node 1 or node 2 with the same
probability because the mean contact interval is same. The
residual time of node 2 is 2.28 times greater than that of
node 1. As a result, selecting node 2 in PROPHET results
in the 2.28 times higher delivery latency than the selection
of node 1 with a certain probability. In this example, VM
is 2.28 from Eq. (7). It can be seen that the performance
of PROPHET is expected to be degraded by the increase of
VM.

In the second example, the mean contact interval of
node 1 is larger than that of node 2 but the residual time
of node 1 is less than that of node 2. In this example,
PROPHET selects node 2 with the higher probability than
that of node 1 because node 2 has the smaller mean con-
tact interval than node 1. The residual time of node 2 is 2.28
times greater than that of node 1. As a result, the selection of
node 2 in PROPHET causes the 2.28 times higher delivery
latency than that of node 1 with the higher probability com-
pared to the first example. VM is 3.8 in this example from
Eq. (7). It is expected that the performance of PROPHET is
more degraded to high VM. By using the above definition,
the five cases can be characterized by the degree of VM as
shown in Table 2.

Next, we define the VM for more than two nodes. Sup-
pose that there are n nodes, node 1, node 2, . . . , and node n,
other than the destination node in the network. The VM of
these nodes is defined as the mean of the VMs of all pairs of
two nodes as follows:

VMall =

∑
1≤i< j≤n

VM2(i, j)

n(n − 1)
2

. (8)

If there are some nodes in the network and each node has
different contact model, we can estimate the degree of vari-
ance to the network by using VMall. It is expect that the per-
formance of routing protocols is affected by VMall in DTN.

The detail evaluation will be explained at the simulation sec-
tion.

4. The MRCT Based Routing Protocol

The MRCT based routing protocol is proposed to reduce
the delivery latency of PROPHET due to the variance of the
different contact interval of DTN. Especially, the metric,
MRCT is used to estimate the residual time to the next con-
tact for a given pair of nodes. The proposed routing protocol
provides the selection method based on the lower MRCT.

In the proposed routing protocol, all nodes have their
own routing table to decide if a node forwards data to an-
other contacting node. Whenever nodes meet with each
other, they exchange contact information including MRCT
before sending data. When a node receives the contact infor-
mation, the node updates MRCT into the routing table as the
latest information. After that, the node decides the forward-
ing based on the MRCT. The contact information consists
of node ID, last contact time (LCT), and number of count
(NC) for a contacting node. In addition, we need more in-
termediate variables to compute MRCT such as sum of the
contact interval (CI) and sum of the square of the contact
interval (CI2).

MRCT is calculated by the smaller one of MRCTDIR

and MRCTINDR. MRCTDIR is defined as the direct resid-
ual contact time for a given contacting pair of nodes. How-
ever, when a node has no direct contact to other nodes, the
indirect MRCT also can be considered for multi-hop com-
munications. MRCTINDR means the sum of MRCT via the
current contacting node to the neighbors in the table of the
contacting node.

For example, consider three nodes: node 1, node 2,
and node 3. Suppose that node 1 has the following con-
tact information with node 2: NC12 = 9, CI12 = 10000 sec,
CI2

12 = 41000000 sec2, and LCT12 = 11000 sec. When
node 1 meets with node 2 at time T10 = 13000 sec, node
1 updates the above information as NC12 = 10, CI12 =

CI12,old + (T10 − LCT12,old) = 12000 sec, CI2
12 = CI2

12,old +

(T10 − LCT12,old)2 = 45000000 sec2, and LCT12 = T10 =

13000 sec. From these values, node 1 updates MRCTDIR(1,2)

as (CI2
12/NC12)/2(CI12/NC12) = 1875 sec. The calcula-

tion of MRCT is based on Eq. (4). This value is used
to expect the residual time from an arbitrary time to the
next contact between nodes 1 and 2. At this time, node 1
can also update MRCTINDR(1,3). At time T10, node 1 gets
MRCT(2,3) from node 2 and updates MRCTINDR(1,3) as the
sum of MRCTDIR(1,2) and MRCT(2,3). At the same time,
node 1 also saves the node ID of the intermediate node (i.e.
node 2 in this example) for an additional information of
MRCTINDR(1,3). However, if MRCTDIR(1,2) + MRCT(2,3) is
greater than the old value of MRCTINDR(1,3), and the inter-
mediate node for the old value of MRCTINDR(1,3) is different
from the contact node (i.e. node 2), then node 1 does not up-
date MRCTINDR(1,3) because there is more efficient interme-
diate node than node 2. The pseudo code of the computation
procedure of MRCT is explained in Table 3.
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Table 3 The pseudo code of the update for MRCT.

After updating MRCT of each node, a node decides
the forwarding based on the comparison of MRCT. When
node 1 contacts node 2 and node 1 has data to send to node
3 as the destination, node 1 decides the forwarding to node 2
if MRCT(2,3) is less than MRCT(1,3). Otherwise, node 1 de-
livers data by itself until node 1 meets another node holding
the lower MRCT.

5. Evaluation

We performed simulations to evaluate the proposed rout-
ing protocol compared to PROPHET with diverse parameter
sets using ns-2 [14]. The first simulation introduces the ba-
sic analysis of how the different VM affects the performance
of routing protocols in the simple mobility model. The sec-
ond simulation shows the validity of the proposed method
based on the performance comparison with other routing
protocols in the realistic mobility model.

5.1 Simulation Environments

The simulation environments are designed to consider a
MANET example, in which pedestrians and vehicles can
carry the data as nodes of DTN. All nodes follow the pref-
erence based mobility model and the nodes use 802.11b
MAC protocol. The application generates packets (10 or
200 packets) from the 400000 seconds during the simula-
tion. This preliminary time before generating packets is
used to sufficiently collect the contact information in all
routing protocols except Epidemic. The length of data pack-
ets is 512 bytes. On the basis of the simulation result, we

Table 4 Simulation parameters.

Table 5 Simulation parameters for mobility of nodes.

have focused on comparing the performance of routing pro-
tocols with regard to the metrics: delivery rate, delivery la-
tency, and the number of forwarding. The detail parameters
are as shown in Table 4.

5.2 Basic Analysis in the Simple Model

We perform the simulation in the simple model to exam-
ine the basic characteristics of Epidemic, PROPHET, and
MRCT. This analysis can support the validity of our as-
sumption and can show the advantages of the proposed
method. In order to observe how the time variant contacts
affect the delivery latency of routing protocols, the mean de-
livery latency is measured in the 100% delivery rate condi-
tion. We assumed that all nodes have enough buffer space
with a small number of packets and the minimum interfer-
ence. To realize the above assumption, buffer size is set
to infinite, the application generates totally 10 packets for
every 40000 sec, and the communication range of mobile
nodes is set to 1 m.

The first simulation is performed at the same topol-
ogy as shown in Fig. 2. There are two mobile nodes that
follow the proposed mobility model, node 1 and 2. These
nodes start to move their movements at region A. One
static destination node is located at region C and node 2
is the source node. In the case of node 1, PBA = 0.3 and
TA = TB = TC = 300 sec. In the case of node 2, PBA, TA, TB,
and TC are listed in Table 5. Node 1 is the uniform mobile
node and node 2 is the time variant mobile node. The mov-
ing time between adjacent regions of each node is 300 sec.
The diverse VM used in the simulation can be calculated by
Eq. (7). For example, when node 2 has same PBA, TA, TB,
and TC as the values of node 1, VM is 1.

To evaluate the proposed protocol, we performed com-
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Table 6 The parameter set of PROPHET.

Fig. 3 Delivery latency.

Fig. 4 The number of forwarding.

parisons using Epidemic and diverse PROPHETs with dif-
ferent parameter set. Epidemic simply forwards data to ev-
ery contacting node. As mentioned in Sect. 2, PROPHET
approximates the contact probability by using the parame-
ters such as Pinit, β, and γ in Eqs. (1), (2), and (3). The
performance of PROPHET is dependent with the parameter
set. Hence, we choose five parameter sets to classify the
performance of PROPHET. Table 6 describes the parameter
set used in the simulation.

Figure 3 shows the delivery latency of the routing pro-
tocols as a function of VM. Figure 4 describes the number
of forwarding for each method. The number of forward-
ing denotes the total number of data exchanges excluding
the routing information. We use this metric to evaluate how
each routing protocol reduces the redundant forwarding of
the same packets as the routing overhead in the same man-

Fig. 5 The total traffic volume.

ner as in [8]–[11]. Although the exchange of routing infor-
mation is also an important metric to consider the routing
overhead, the total volume of the routing information is con-
sidered to be small compared with that of data packets for
the following reason. In PROPHET, two nodes exchange
their contact probability tables as routing information when
these nodes contact with each other. The size of this table is
at most the sum of (2 bytes × the total number of generated
packets) and (6 bytes × the number of other nodes in the net-
work). In the same manner, for MRCT, two nodes exchange
their mean residual time tables when these nodes contact
with each other, and the size of the table is same as that of
PROPHET. Even for Epidemic, two nodes exchange their
packet ID lists when these nodes contact with each other to
reduce the redundant forwarding of the same data. The size
of this list is at most (2 bytes × the total number of generated
packets). On the other hand, in the case of data packets for
all routing protocols, a node forwards the data packets with
at most (512 bytes × the total number of generated packets)
to other node when two nodes contact with each other. For
example, in the simple mobility model, the size of routing
information is at most 38 bytes for PROPHET and MRCT
and at most 20 bytes for Epidemic, while the size of data
packets is at most 5120 bytes. Because of the different size
of the packets, we can expect that the traffic volume of the
routing information does not greatly affect the increase of
the total traffic volume in the routing protocol.

For reference, we show the total traffic volume for both
the data packets and the routing information in Fig. 5 and the
total traffic volume for only the routing information in Fig. 6.
From these figures, we can confirm that the traffic for data
packets is dominant traffic in the total volume of the traffic.
Hence, we can use the number of forwarding to evaluate
not only the redundant forwarding of the same packets but
also the total traffic volume including the exchanges of the
routing information.

As shown in Fig. 3, Epidemic shows the lowest de-
livery latency because Epidemic forwards data to every
node. In Fig. 4, Epidemic shows the largest number of for-
warding than other methods due to the repeated forward-
ing. In the analysis of diverse PROPHETs, we observed
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Fig. 6 The total volume of the routing information.

that PROPHET has the tendency to decrease the delivery
latency according to the increase of forwarding as shown
in Figs. 3 and 4. PROPHET5 has the smallest number of
forwarding but the delivery latency of PROPHET5 is the
highest compared to other PROPHETs. As the number of
forwarding of PROPHET increases, the delivery latency of
PROPHETs approaches that of Epidemic (See PROPHET4

and PROPHET3). Finally, PROPHET2 and PROPHET1

show the slightly higher delivery latency than Epidemic.
PROPHET1 and PROPHET2 are candidates of the op-

timal PROPHETs in this simulation because the objective
of this paper is to reduce the delivery latency. We consider
PROPHET2 is the optimum solution since the number of
forwarding of PROPHET2 is smaller than PROPHET1. This
means that PROPHET1 stands for the limitation on decreas-
ing the delivery latency even if PROPHET more increases
the number of forwarding. However, although PROPHET
can control the parameter set having better performance, it
is difficult to find the optimal solution, which realizes the
similar delivery latency of Epidemic with the small number
of forwarding.

On the other hand, MRCT shows the almost same de-
livery latency as Epidemic when VM is greater than 1. At
the same time, MRCT also has the similar number of for-
warding to that of the optimum PROPHET (PROPHET2).
From the result, we can confirm that MRCT based rout-
ing protocol provides the better solution because it does not
need to control additional parameters to adjust the perfor-
mance like PROPHET when VM is greater than 1. When
VM is 1, although MRCT shows higher delivery latency
than Epidemic and some PROPHETs because MRCT is de-
fined for the large variance of the contact interval, the deliv-
ery latency of MRCT is not much higher than other methods.

In addition, we can see the relationship of VM and the
performance of routing protocols in DTN. The difference of
delivery latency between Epidemic and some PROPHETs
(PROPHET3, PROPHET4, and PROPHET5) increases as
VM increases although the number of forwarding of these
PROPHETs does not decrease as VM increases. This result
proves our expectation that the variance of contact interval
affects the performance of PROPHETs.

Fig. 7 The topology of the realistic model.

5.3 Performance Comparison in the Realistic Model

The second simulation considers the performance compar-
ison of the routing protocols in more realistic model. This
model is the generalized version of the preference based mo-
bility model defined in Sect. 3. Here, we call this general-
ized model as the realistic model. Figure 7 shows an ex-
ample of the realistic model. There are 81 places that may
be considered as the preference place of mobile nodes and
one static source and destination are located at the S and D
of 9 × 9 grid topology, respectively. Each mobile node has
some preference places with a staying time at the places and
moves between these preference places. In the example in
Fig. 7, the bold circles mean the preference places of node 1.
Before a node starts the next travel, the node randomly se-
lects the next visiting place among the preference places of
the node. After that, the node moves toward the destined
place along the randomly selected route among all shortest
routes between the current place and the next place. In the
same manner, all nodes continuously select and visit their
preference places during the whole simulation time.

Furthermore, pedestrians and vehicles are mobile
nodes in this model. The speeds of pedestrians and vehi-
cles are 1 m/s and 10 m/s, respectively. The communication
range of all nodes is 30 m. The length of one segment of
the grid topology is 1 km. The staying time of mobile nodes
is 1 hour at the preference places, 5 minutes at other places.
Pedestrians are classified into five groups in terms of the
user preference. The five groups have different user prefer-
ence places as shown in Table 7. Vehicles are also classified
into five groups as shown in Table 7. For both pedestrians
and vehicles, one group has 5 mobile nodes. Therefore, the
total number of mobile nodes is 50 in the network. Table 7
describes the detail parameters used in the simulation.

According to the above assumption, we evaluate the
routing protocols in the realistic model. First, we assume
that we have sufficient volume of the buffer to examine the
behavior of routing protocols with no effect of the limited
buffer size. Second, we evaluate the routing protocols with
buffer management schemes in the limited buffer scenario.
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Table 7 Simulation parameters for mobility of nodes.

Table 8 The parameter set of PROPHET.

5.3.1 Consideration without the Effect of the Limited
Buffer Size

In this scenario, the buffer size is defined as 100% of the
number of generated packets. A node is able to store 200
packets in the buffer and we generate 200 packets in the
whole simulation. The application generates a packet per
1800 sec after the preliminary time. We compare the per-
formance of Epidemic, the five types of PROPHET, and
MRCT. The parameter sets of PROPHET are different
from that of the simple model because the performance of
PROPHET can be affected by the network environment such
as the number of nodes and topology. Here, we use five pa-
rameter sets of PROPHET in Table 8.

Figure 8 shows the comparison of delivery latency of
routing protocols. Figure 9 describes the difference of the
number of forwarding for each method. In this simulation,
the delivery rate is 100% for all routing protocol because
of the sufficient buffer size. Basically, the simulation result
has the tendency similar to the result of the simple model in
Sect. 5.2. Epidemic has the lowest delivery latency and the
largest number of forwarding. PROPHET shows the variety
of performance depending on the parameter set. In the same
manner of the first simulation, PROPHET is classified by
the parameter set with the different number of forwarding.

We found out the parameter set using PROPHET4 as
the optimum value in this simulation because the delivery la-
tency of PROPHET4 approaches Epidemic and PROPHET4

has the much smaller number of forwarding than that of Epi-
demic. However, the parameter set is quite different from
the first simulation. Whenever the network environment

Fig. 8 Delivery latency.

Fig. 9 The number of forwarding.

changes, PROPHET has to find the optimum parameter set
by adjusting variables such as Pinit, β, and γ. As the net-
work environment becomes complex, the difficulty to find
optimum PROPHET is considered to be more increased.
This additional optimization causes the computation over-
head in PROPHET. This describes the disadvantage of
PROPHET. On the other hand, the proposed method shows
slightly higher delivery latency with the much smaller num-
ber of forwarding than Epidemic without additional control
and complexity. As a result, this simulation also supports
the validity of the proposed method with the low delivery
latency and small routing overhead in the realistic model if
there is no effect of the limited buffer size.

5.3.2 Consideration with the Effect of the Limited Buffer
Size

Next, we evaluate the routing protocols in the limited buffer
scenario. We assume that the buffer size is 20% of the num-
ber of generated packets. Here, we generate 200 packets in
the whole simulation. Hence, the buffer size is 40 packets.
The packet generation cycle is the same as the previous sce-
nario (1800 sec).

In [11], the buffer management scheme is used to
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Fig. 10 The delivery rate.

reduce the redundant forwarding of the delivered pack-
ets to the destination. In the buffer management scheme,
when a node delivers a packet to the destination, the des-
tination sends an acknowledgment of the packet to the
node. After that, the node saves the packet ID with the
acknowledgement and exchanges the ID list with other
nodes to delete the packet in the buffer. We also apply
this buffer management scheme into MRCT. We eval-
uate MRCT, Epidemic, PROPHET, Advanced PROPHET
(PROPHET-ADV) [10], NECTAR [8], MRCT with the buffer
management scheme (MRCT-BM), and PROPHET with the
buffer management scheme (PROPHET-BM) [11]. We use
the three parameter sets for PROPHET, PROPHET-ADV and
PROPHET-BM. The parameter sets are same as the values
of PROPHET1, PROPHET4, and PROPHET5 in the first
analysis. Besides PROPHET, NECTAR also has parameters
that affect the performance [8]. Among them, especially the
range of metric (MinEpidemicLevel,MaxEpidemicLevel) is
used to control how frequently a node forwards packets.
We use (1, 4), (2, 4), and (4, 8) for various version of NEC-
TAR in the simulation. Other parameters are same as the
values used in [8]. We define NECTAR1, NECTAR2, and
NECTAR3 as NECTAR with parameters (1, 4), (2, 4), and
(4, 8), respectively.

Figure 10 shows the delivery rate of all routing proto-
cols. Figure 11 shows the delivery latency and Fig. 12 de-
scribes the number of forwarding. In Fig. 10, MRCT, Epi-
demic, PROPHETs, and PROPHETs-ADV have the lower
delivery rate compared to MRCT-BM and PROPHETs-BM.
PROPHET-ADV has the low delivery rate about 25% be-
cause PROPHET-ADV focuses on addressing routing jitter
and does not consider the buffer management. The delivery
rate of MRCT-BM and PROPHETs-BM almost reach 100%
even though the buffer size is much smaller than the number
of generated packets. However, NECTARs show only 18%
delivery rate although NECTARs also have the buffer man-
agement scheme. This is because NECTAR can receive the
multiple copies of the same packet and manages the packets
in the buffer. When NECTAR keeps the redundant pack-
ets, there is not enough space to save new packets in the
buffer. Furthermore, we also observe that there is no ef-

Fig. 11 The delivery latency.

Fig. 12 The number of forwarding.

fect to increase the delivery rate by using different parame-
ters in NECTAR. Namely, the delivery rate of NECTAR1,
NECTAR2, and NECTAR3 is same regardless of the param-
eters. On the other hand, MRCT, Epidemic, and PROPHETs
have more opportunity to deliver new packets that do not
exist in the buffer. A node only exchanges the packet that
was previously unseen to the node in those routing proto-
cols. For this reason, MRCT-BM and PROHPHETs-BM can
increase the delivery rate even though the buffer size is lim-
ited.

Figures 11 and 12 show the relationship between the
delivery latency and the number of forwarding, respectively.
In the first analysis, Epidemic was used as the reference pro-
tocol to evaluate the delivery latency of all routing protocols
in the 100% delivery rate condition. However, the deliv-
ery rate of Epidemic cannot be 100% in the second sce-
nario because Epidemic does not have the buffer manage-
ment scheme. Due to the decrease of the delivery rate, Epi-
demic cannot be regarded as the reference protocol to com-
pare all methods. Therefore, the analysis is focused on the
routing protocols with the high delivery rate, MRCT-BM and
PROPHETs-BM. As shown in Figs. 11 and 12, MRCT-BM

and PROPHET4-BM are considered as the efficient routing
protocols with the high delivery rate, lower delivery latency
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and the smaller number of forwarding. As mentioned in
the previous analysis, PROPHET needs the additional op-
timization that causes the computation overhead. Similarly,
we have also observed the disadvantage of PROPHETs-BM

in the second scenario. The performance of PROPHETs-BM

is also varied with the different parameter set in the limited
buffer scenario. On the other hand, the proposed method
shows the efficiency of the performance without any opti-
mization in the same manner as the first scenario. As a re-
sult, the proposed method is considered as the most efficient
routing protocol with the high delivery late, the low delivery
latency and relatively small overhead in all cases.

6. Conclusions

In this paper, we proposed MRCT based routing protocol
to cope with the performance degradation due to the vari-
ance of contact interval in DTN. The proposed method uses
MRCT as the novel routing metric. The simulation result
showed the advantage of the proposed method in the simple
and the realistic mobility models. Moreover, we proposed
the preference based mobility model, which can realize the
opportunistic contact in our daily life. Theoretical analysis
introduces the time variant contact model in the proposed
mobility model. We also proposed a metric called VM to
specify the relative variance of the time variant contacts.

From the simulation results, we showed the advantage
of the proposed routing protocol (MRCT) in the various sit-
uations. First, we showed that MRCT and PROPHET are
considered as the efficient routing protocols in the scenario
without the effect of the limited buffer size. From the analy-
sis, we showed the following characteristics of PROPHET.
In PROPHET, the more number of forwarding may decrease
the delivery latency. However, the routing overhead also in-
creases according to the number of forwarding. Although
PROPHET can adjust the performance using optimal param-
eters, it causes the complexity to find the optimum solution
depending on the network environment. From these char-
acteristics, the proposed method can provide better solution
with the low delivery latency and the small number of for-
warding because the proposed method does not need the ad-
ditional optimization.

Second, we evaluated the routing protocols in the lim-
ited buffer scenario. We implemented the buffer man-
agement scheme into MRCT to cope with the situation
that a node suffered from the small buffer. The simula-
tion results showed that MRCT with the buffer manage-
ment scheme (MRCT-BM) can realize the high delivery rate
unlike Epidemic, PROPHET, PROPHET-ADV, and NEC-
TAR. Although PROPHET with the buffer management
method (PROPHET-BM) also showed the high delivery rate,
PROPHET-BM still needed the additional optimization to ad-
just the delivery latency and the number of forwarding in
the same manner as the first analysis. On the other hand,
MRCT-BM kept the low delivery latency and the small num-
ber of forwarding without the additional optimization.
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Appendix

Let Tict be the contact interval, which is the time from the kth

arrival of a mobile node at region C to the k + 1th arrival of
the node at region C, where k is a positive integer. To com-
pute the mean contact interval E(Tict) and the mean resid-
ual contact time MRCT = E(Tict

2)/2E(Tict), we analyze the
probability density function of Tict. Let M be the number of
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arrivals of a node at region A in the contact interval. Because
M obeys a geometric distribution with probability 1 − PBA,
we have

Pr(M = m) = PBA
m(1 − PBA). (A· 1)

Let Tict,m be Tict given that M = m. The probability density
function of Tict can be computed as follows:

fTict (t) =
∞∑

m=0

Pr(M = m) fTict,m (t). (A· 2)

where fTict,m (t) is the probability density function of Tict,m.
Tict,0 is represented as Tict,0 = Tstay,B +Tstay,C + 2TBC , where
Tstay,B and Tstay,C are the staying times at regions B and C,
respectively. Then fTict,0 (t) can be computed as follows:

fTict,0 (t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, t < 2TBC ,∫ t−2TBC

0
fC(τ) fB(t − τ)dτ, t ≥ 2TBC ,

(A· 3)

where fB(t) and fC(t) are the probability density functions
of Tstay,B and Tstay,C and can be computed as fB(t) =
exp(−t/TB)/TB, and fC(t) = exp(−t/TC)/TC . For m ≥ 1,
Tict,m is represented as Tict,m = Tict,m−1 + Tstay,A + Tstay,B +

2TAB, where Tstay,A is the staying time at region A. Then
fTict,m (t) can be computed as follows:

fTict,m (t) =
∫ t

0
fTict,m−1 (τ) fT ′(t − τ)dτ, (A· 4)

where fT ′(t) is the probability density function of Tstay,A +

Tstay,B + 2TAB and can be computed as

fT ′(t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, t < 2TAB,∫ t−2TAB

0
fA(τ) fB(t − τ)dτ, t ≥ 2TAB,

(A· 5)

where fA(t) is the probability density function of Tstay,A and
can be computed as fA(t) = exp(−t/TA)/TA. From these
equations, we can compute E(Tict) and MRCT as Eqs. (5)
and (6).
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