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A Computer-Aided System for Discrimination of Dilated
Cardiomyopathy Using Echocardiographic Images

Du-Yih TSAIf, Member and Masaaki TOMITATi, Nonmember

SUMMARY In this paper, the discrimination of ultrasonic
heart (echocardiographic) images is studied by making use of
some texture features, including the angular second moment,
contrast, correlation and entropy which are obtained from a
gray-level cooccurrence matrix. Features of these types are used
as inputs to the input layer of a neural network (NN) to classify
two sets of echocardiographic images—normal heart and dilated
cardiomyopathy (DCM) (18 and 13 samples, respectively). The
performance of the NN classifier is also compared to that of a
minimum distance (MD) classifier. Implementation of our
algorithm is performed on a PC-486 personal computer. Qur
results show that the NN produces about 94% (the confidence
level setting is 0.9) and the MD produces about .84% correct
classification. We notice that the NN correctly classifies all the
DCM cases, namely, all the misclassified cases are of false
positive. These results indicate that the method of feature-based
image analysis using the NN has potential utility for computer-
aided diagnosis of the DCM and other heart diseases.

key words: medical image processing, pattern matching,
computer-aided diagnosis, texture features, echocardiographic
images

1. Introduction

The use of 2-dimensional (ultrasonic heart) echocar-
diographic images has been an important non-invasive
means in clinical cardiology [1]. The diagnosis of heart
functions using echocardiography [2], [3] is compa-
rably common among various diagnostic methods.
However, since the discrimination of normal and
abnormal cases largely depends on diagnostician’s
subjective point of view and his/her experience, the
criteria of diagnosis are indeterminate. If quantitative
computerized methods which provide a “second opin-
ion” for the diagnostician can be developed, then this
subjectivity can be reduced and in turn the accuracy in
diagnosis is expected to increase.

Investigators have attempted to develop auto-
mated means for computer-aided diagnosis in a variety
of diseases [4]-[8]. However, little work has dealed
with heart diseases in echocardiography. In our previ-
ous report [9] we have attempted to develop a
computer-aided diagnosis in echocardiography. This
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method was to discriminate echocardiographic images
into normal or abnormal case, namely, dilated car-
diomyopathy (DCM) wusing a feature-based
classification approach. The features used in this work
included the angular second moment and contrast. We
also used a minimum distance (MD) classifier [9], [10]
to evaluate the performance of the features. Our prelim-
inary result showed that texture analysis could be a
useful tool in diagnosis of heart diseases.

Based on the promising conclusions of our previ-
ous investigation, in this study we aim at developing a
clinically practical computer-aided system by employ-
ing an artificial neural network (NN) for discriminat-
ing the DCM. Texture features obtained from the
gray-level cooccurrence matrix of an image are used as
inputs to the input layer of the NN. The performance
of the NN classifier is compared to that of the MD
classifier used in our previous study. Furthermore, in
order to demonstrate the effectiveness of the use of
texture features, the performance of the NN fed with
image itself directly to the input layer is also investigat-
ed and discussed.

2. Materials and Methods

Figure 1 shows the block diagram illustrating the
overall procedure of our approach. Each step is de-
scribed below.

2.1 Image Data

In this paper, all ultrasonic images were captured from
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Fig. 1 The block diagram illustrating the overall procedure of
our analysis system.
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a Toshiba SSH-160A device with a 2.5 MHz (central
frequency) transducer (Toshiba Medical Co., Ltd.,
Tokyo, Japan). The frame rate and scanned mode used
were 30 frames/sec and sector phased array, respective-
ly. A logarithmic amplifier for video circuit was also
used. A total of 62 samples of echocardiographic
images from 31 subjects (2 sample images per subject:
an end-systole image and an end-diastole image) was
collected at the Hospital of Gifu University School of
Medicine. Of the 31 subjects 18 were diagnosed by a
highly trained physician as normal hearts and the
remaining 13 as abnormal hearts (typical case of
DCM). Each image was digitized by an image scanner
(GT-600, Epson) at the resolution of 256 X 256 pixels.
Since the original echocardiographic images have 64
gray levels, the scanned images were quantized to the
same gray levels.

2.2 Composite Images

In our previous study [9] we noted that the use of
composite images could provide higher recognition
rate as compared to that of individual images at end
diastole and end systole. Therefore, in this study we
composed a summation image and a subtraction image
for each of the subjects. The summation image
sum (x, y) is obtained by adding the gray level of a
given pixel of the end-systole image f (x, y) to the gray
level of the corresponding pixel of the end-diastole
g(x, y), where 0= x <255 and 0=y =255 for a 256 X

(a) (b)

(c) (d)

Fig. 2 Images of a typical case of dilated cardiomyopathy. (a)
and (b) are images at end-systole and end-diastole, respectively.
(c) and (d) are summation image and subtraction image, respec-
tively.

IEICE TRANS. FUNDAMENTALS, VOL. E78-A, NO. 12 DECEMBER 1995

256 image, i.e., sum(x, y) =f (x, y) +g(x, y). Those
gray levels greater than 255 are treated as 255. The
subtraction image sub (x, y) is obtained by taking the
absolute value of the gray-level variation of the end-
systole and end-diastole images, i.e., sub (x, y) =
If (x, y) —g(x, y)|. By doing so, it is expected to extract
more powerful features from the composite images as
compared to that from an individual image. Figure 2
shows a typical case of DCM. The images at end-
systole and end-diastole states are shown in Figs. 2(a)
and (b), and the summation and subtraction images
are shown in Figs. 2{c) and (d), respectively.

2.3 Cooccurrence Matrix

We generated a gray-level cooccurrence matrix from
every summation image and subtraction image. The
gray-level cooccurrence matrix is a matrix used to
express the correlation of spatial location and gray-
level distribution of an image. From it, the local
variation of gray levels on an image can be statistically
investigated and in turn, enable us to know the manner
of change in gray level as a whole. The concept of the
cooccurrence matrix is briefly described as follows [9],
[11].

Assume that the gray-level values of the two pixels
(pair of pixels) at (x, y) and (x-+m, y+n) are f; and
/o (see Fig. 3(a)). If the image is quantized by L gray
levels, the possible range of the gray levels for each
pixels is from 0 to L—1, ie, 0=f=L—1; 0= L
—1. In this case, for example, when the values of m
and » are constant and when the occurrence frequency
of fi=1 and fo=2 is a, then the number a is filled into
the corresponding element of the matrix as shown in
Fig. 3(b). In this way, a L. X L cooccurrence matrix can
be generated.

In the present study, we used the following condi-
tions to generate the gray-level cooccurrence matrix.
(a) Number of gray levels: A cooccurrence matrix of
64 X 64 size can be obtained from a 64 gray-level image.
In order to save computation time, we decompress the
gray levels to 16 in our study. Experimental results
showed that the matrix size of 16X 16 was adequate.
(b) Direction (8): Generally, it is better to generate
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(a) (b)
Fig. 3 (a) Explanation of how to construct a gray-level co-

occurrence matrix; (b) Layout of a gray-level cooccurrence
matrix.
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gray-level cooccurrence matrices from all directions.
However, it is considerably time consuming. Therefore
the directions need to be confined. In our previous
work [9] we chose the direction of 90° with respect to
the horizontal direction for computation. In the
present study we expand the directions to 0°, 45°, 90°
and 135° to obtain more features from the cooccurrence
matrix.

(c) Distance (§): In this study §=35 pixels was used,
because we experimentally found that this value was
optimal.

2.4 Texture Features Used

From the generated gray-level cooccurrence matrix as
described in Sect. 2.3, 14 features can be calculated for
each image, namely, angular second moment, contrast,
correlation, variance, inverse different moment, sum
average, sum variance, sum entropy, entropy, difference
variance, difference entropy, information measure of
correlation A, information measure of correlation B,
and maximal correlation coefficient. All of these fea-
tures were experimentally evaluated for their ability to
discriminate between normal and abnormal cases, and
the four (Q1-Q4) with the greatest discriminatory
power were selected. They are as follows.

(1) Angular Second Moment (ASM):

where, P (fi, f2) is the probability obtained by dividing
the number of (f;, f2) element in the matrix by the total

number of occurrence in the matrix.
(2) Contrast (CON):

0= CON:%% (A—AB)2P (A f). (2)
(3) Correlation (COR):

D2NLP (i fo) — 1are
Q= COR=-"% 0102

) (3)

where,
w=SF3P (A, £)
we=353P (f. )
=3~ m) TP (. )
0= 2 P LI f)
(4) Entropy (ENT):

Q=ENT==3151P(h, An(P(f, B} &)

It is still not very clear that these features concretely
describe what kinds of physical properties of the tissue,
respectively. However, in the sense that different tissue
or different quality of image provides different feature
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values, these statistic values can be used to represent
texture features of echocardiographic images.

2.5 Artificial Neural Networks

In this paper we employed a 3-layer (one hidden layer)
NN [12], [13] for classification of normal and abnor-
mal hearts. A back-propagation algorithm was used
for learning (or training). Learning occurs by adjust-
ing the values of weighting coefficients to minimize the
mean squared error between the desired and actual
values of the output units. The desired value is the
output component of the input/output pairs in the
training sets.

Figure 4 illustrates the schematic diagram of the
classification scheme. The NN consisted of 16 input
units. Input data, which were represented by 16
extracted features, namely, 4 statistical measures (O
0O,) X4 directions (=0, 45°, 90° and 135°) =16 fea-
tures, were supplied to the input units. The NN was
trained to output 1 for a normal case and 0 for an
abnormal case. After the NN was trained, its
classification of a given input was deemed to be “nor-
mal” if the NN’s output was>0.9 (sometimes we called
it confidence level =0.9) and “abnormal” if the output
was<0.9.

In this study we randomly selected 9 normal and 6
abnormal echocardiograms from the 31 samples and
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Fig. 4 Schematic diagram of the feature-based classification
method using a neural network.

Normal
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Fig.5 Schematic diagram for image-based classification method
using a neural network. The gray level of each pixel on the
compressed image corresponds to an input unit.
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called them “set A4,” and called the remaining (9
normal and 7 abnormal) hearts “set B.” We used set A
as learning data for training and used set B as test data
for classification, and vice versa. The NN was trained
with 10000 learning iterations. Each learning iteration
corresponded to the entry of a complete set of training
data.

In order to verify the superiority of the use of
texture features, we also investigate the performance of
the NN fed with image’s gray values directly to the
input layer. Figure 5 illustrates the procedure of this
approach. Due to the memory capacity limitation of
our NN, we compressed the image size to 16X 16 from
the original image of 256 X256. 1In this case, the gray
level of each pixel on the compressed image corre-
sponds to an input unit. Therefore the number of
input units is 16 X [6=256. The training process and
the parameters used in the NN were the same as that
employed in the above described feature-used method.

2.6 Pattern Classification Technique

To compare the classification performance of the NN
and pattern-matching technique for discriminating the
DCM, the Euclidean distance which is basically used
to find the decision boundary between two pattern
classes, was employed in the MD classifier. We
expanded this 2-dimensional pattern vectors to 4-
dimensional pattern vectors corresponding to the
above-mentioned four texture features.

3. Results and Discussion

We first examined the effect of the number of hidden
units on NN performance. Tables 1 and 2 summarize
the results for the summation images and the subtrac-
tion images, respectively. In the case of summation
images, a 80.3% of average recognition rate can be
obtained when the hidden layer having 50 units were
used, while 77.1% of recognition rate can be obtained
for the remaining cases as shown in Table 1. As for the
case of hidden units greater than 50, no increase in
recognition rate was found. We noticed from the
results that the recognition rates for set A and set B
were significantly different and favorable to “set B.”
The reason is considered due to that set B consists of
greater number of difficult cases as compared to set A,
although the two sets were randomly grouped. In the
case of subtraction images, a maximum of 93.6% aver-
age recognition rate can be obtained when the number
of hidden units is greater than 40 as shown in Table 2.
The table also indicates that the recognition rates for
the two sets are the same. This implies that the texture
features extracted from the subtraction images are
powerful and effective for discriminating normal and
abnormal cases even they are difficult ones. Thus
higher recognition rate can be obtained when the
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Table 1 Recognition rates, when the summation images are
used for feature extraction.

No. of hidden units Recognition rate (%)

Set A Set B Average
5 66.7 87.5 17.1
10 66.7 87.5 77.1
20 66.7 87.5 77.1
30 66.7 87.5 77.1
40 66.7 87.5 77.1
50 66.7 93.8 80.3

Table 2 Recognition rates, when the subtraction images are
used for feature extraction.

No. of hidden units Recognition rate (%)

Set A Set B Average
5 86.7 68.8 77.8
10 86.7 81.3 84.0
20 86.7 93.8 90.3
30 86.7 87.5 87.1
40 93.3 93.8 ©93.6
50 93.3 93.38 93. 6

subtraction images are used. If we ease the confidence
level to 0.8 from 0.9, then the average recognition rates
for the summation image and subtraction image are
93.4% and 96.7%, respectively. We noticed that the NN
correctly classified all the DCM cases, namely, all the
misclassified cases are of false positive (the normal case
is classified as abnormal case).

Table 3 summarizes the performance of the NN
fed with comipressed image itself to the input layer. It
is apparent from the table that the recognition rate of
the direct input method is poorer than that of the
features-used method. This demonstrates the superior-
ity of the use of texture features.

The recognition rates for the MD classifier were
83.9% and 80.6% for the summation and subtraction
images, respectively. As described earlier that we used
4-dimensional pattern vectors (Qi-Q, at 6=90°) for
classification. It is interesting to note that the MD
classifier gave better performance than the NN
classifier fed with compressed image itself to the input
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Table 3 Recognition rates, when the compressed, summation or
subtraction image itself is used as input to the input layer of the
NN.

No. of hidden Recognition rate (%): summation image

units
Set A Set B Average
40 60.0 68.8 64.4
50 60.0 68.8 64.4

No. of hidden

Recognition rate (%): subtraction image

units
Set A Set B Average
40 66.7 75.0 70.9
50 66.7 75.0 70.9

layer, although the NN with texture features is superior
to it. We also experimentally found that the recogni-
tion rate decreased, when 2-dimensional pattern
vectors (2 features are selected from the 4 features)
were used for classification.

The recognition rate of 93.6% determined by our
purposed NN classifier using texture features is compa-
rable to that by several-year experienced physicians.
Therefore, we consider that the recognition rate
obtained using our method is satisfactory, although
further improvement is required. The computation
time for generating the 16 features is approximately 5
minutes by our PC-486 personal computer. However,
we anticipate that the computation time can be much
reduced if a workstation is used. As for the NN-based
classification, a near real-time implementation can be
achieved after training process.

In general, good features normally lead to a good
performance for the NN. The results of our previous
study [9] support that the use of composite images
could provide higher discrimination rate as compared
to that of individual images. This implies that the four
features obtained from the composite images carry
more useful information than that obtained from the
individual ones. However, this argument still remains
room for further investigation.

It is recognized that the summation and subtrac-
tion images may provide not only the texture features
indicating the nature of the tissue but also the informa-
tion of shape variation of the heart. Therefore the effect
of this shape variation on the texture can not be ig-
nored, although we have not taken it into account.
This point of issue will be addressed in future work.

As described earlier that the aim of this study is to
develop a clinically practical computer-aided system.
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However, it is also recognized that the discrimination
rate is very much influenced by the quality of images.
It is expected that the discrimination rate may increase
if image quality is enhanced using a further improved
ultrasonic equipment.

4. Conclusions

In this paper we have proposed a NN method using
texture features to classify echocardiographic images.
This method enables the classification to achieve a
93.6% average recognition rate. This result suggests
that the method of feature-based image analysis using
the NN has the potential to become clinically useful
for computer-aided diagnosis of the DCM and other
heart diseases. Future work increasing sample sets for
further feasibility test on the proposed method is
needed.
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