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SUMMARY Several lifting implementation techniques for
invertible deniterlacing are proposed in this paper. Firstly, the
invertible deinterlacing is reviewed, and an efficient implemen-
tation is presented. Next, two deinterlacer-embedded lifting ar-
chitectures of discrete wavelet transforms (DWT) is proposed.
Performances are compared among several architectures of dein-
terlacing with DWT. The performance evaluation includes dual-
multiplier and single-multiplier architectures. The number of
equivalent gates shows that the deinterlacing-embedded archi-
tectures require less resources than the separate implementaion.
Our experimental evaluation of the dual-multiplier architecture
results in 0.8% increase in the gate count, whereas the separate
implementation of deinterlacing and DWT requires 6.1% increase
from the normal DWT architecture. For the proposed single-
multiplier architecture, the gate count is shown to result in 4.5%
increase, while the separate counterpart yields 10.7% increase.
key words: deinterlacing, discrete wavelet transforms, lifting
scheme, JPEG2000, intra-frame-based motion picture coding

1. Introduction

The standard television and video cameras for con-
sumers deal with interlaced scanning videos. Interlaced
scanning videos are composed of two fields whose scan-
lines are acquired at different vertical position at differ-
ent instant each other [1]–[3]. It is known that, when
frame pictures are simply obtained by field interleav-
ing from two successive fields, horizontal comb-tooth
artifacts are generated at edges of the moving objects
[3]–[5]. If intra-frame-based codec, such as Motion-
JPEG2000 [6]–[10], is applied to these frame pictures,
flickering is occured at edges of moving objects, be-
cause vertical high frequency components associated
with comb-tooth artifacts are roughly quantized, es-
pecially for low-bit rate coding [11]–[13]. To solve this
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problem, we have proposed an invertible deinterlacing
technique as preprocessing of intra-frame-based motion
picture codec, and have developed design methods for
filter coefficients [14]–[17]. In this paper, implementa-
tion issues of the invertible deinterlacer is mainly dis-
cussed, so that a lifting scheme with one for wavelets is
obtained.

Wavelet transforms are known to provide a multi-
resolution analysis functionality and higher-quality pic-
ture coding techniques than the discrete cosine trans-
form (DCT) in JPEG. They are employed in the lat-
est still color image compression standard, JPEG2000,
in order to serve a lossy/lossless unified compression
functionality, and various scalable functionalities [7],
[10]. JPEG2000 has the following features: 1) high
quality in wide compression range from high bit rate
to low bit rate, 2) rich amount of scalabilities due to
layered structure, 3) unified lossy/lossless compression
functionality, etc. [7], [10]. In JPEG2000 Part-1, the
5/3-filter lifting-based DWT for lossy and lossless com-
pression modes and the 9/7-filter lifting-based DWT
for lossy compression mode are defined, and they are
chosen according to applications. Until now, several
architectures have already been proposed in order to
implement both of the 5/3- and 9/7-filter transforms
with common hardware resources [18].

In this paper, we consider developing some archi-
tectures for invertible deinterlacing. By taking the ap-
plication to Motion-JPEG2000 into account, we pro-
vide efficient implementation schemes based on the
conventional DWT architectures, that is, deinterlacer-
embedded DWT lifting architectures. Organization of
this paper is as follows: Sect. 2 reviews interlaced scan-
ning videos and introduces deinterlacing and reinterlac-
ing with sampling-dencity preservation. Section 3 de-
scribes the efficient implementation of deinterlacing and
reinterlacing with in-place operations. Section 4 dis-
cusses DWT of JPEG2000, and proposes two deinter-
lacing architectures combined with DWT lifting. Those
performances are evaluated by using VHDL models to
verify the significance in Sect. 5, followed by conclusions
in Sect. 6.

Throughout this paper, the following notations are
used:
z: a 3 × 1 vector which consists of variables in a 3-D
Z-domain, that is, z = (z0, z1, z2)T . For progressive ar-
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rays, zn0
0 , zn1

1 and zn2
2 denote the variables for the tem-

poral, vertical and horizontal directions, respectively.
For these arrays, we express z as (zT, zV, zH)T .
zn: a product defined by zn = zn0

0 zn1
1 zn2

2 , where n is a
3 × 1 integer vector, and nk denotes the k -th element
of n.
N (V): a set of integer vectors in the fundamental par-
allelepiped generated with a 3 × 3 nonsingular matrix
V [19].
L(V): a set of sample points given by Vn for all 3× 1
integer vectors n, whereV is a 3×3 nonsingular matrix.
J(V): the absolute determinant of V, which equals the
number of elements in N (V).
ρ(V): the inverse of J(V), that is, sampling density
[19].

2. Review of Invertible Deniterlacing

In this section, invertible deinterlacing with sampling
density preservation is reviewed as a preliminary [14]–
[17]. It should be noted that the original array X(z) is
assumed to be sampled on lattice L(V) generated by

sampling matrix V =
( PT PT 0

−PV PV 0
0 0 PH

)
, where PT, PV and

PH are the temporal period between successive fields,
the vertical and horizontal sampling periods in a frame,
respectively. Figure 1 shows sampling lattice of the
original array X(z). This lattice is expressed by a 3×
3 matrix, and the sampling density ρ(V) is given as
1/2PTPVPH.

2.1 Deinterlacing with Sampling Density Preservation

Deinterlacing with sampling density preservation is a
kind of 3-dimensional (3-D) sampling-lattice alteration
[19], [20]. Figure 2 shows the basic structure, where the
circles including ↑ Q and ↓ R denote the upsampler
with factor Q and downsampler with factor R, respec-
tively. The upsampler converts the interlaced video ar-

Fig. 1 Interlaced scanning with the sampling lattice L(V).

Fig. 2 Basic structure of deinterlacer.

ray X(z) into non-interlaced one. For sampling matrix
V, factor Q has to be

(
1 1 0
−1 1 0
0 0 1

)
. The downsampling

process is applied so that the overall output array Y (z)
has the same density as the original, where the ratio
J(R) has to be two and the lattice orthogonality has
to be kept. H(z) is a 3-D filter, which removes the
imaging caused by the upsampler and avoids the alias-
ing to be caused by the downsampler. One choice of
R is given by R =

(
2 0 0
0 1 0
0 0 1

)
. In this case, V (z) is tem-

porally downsampled. Then, the sampling matrix of

Y (z) becomes V′ = VQ−1R =
( 2PT 0 0

0 PV 0
0 0 PH

)
. The cor-

responding sampling lattice is shown in Fig. 3, and the
conventional field-interleaving can be regared as a spe-
cial case of this process.

2.2 Reinterlacing with Sampling Density Preservation

For video codec systems, deinterlaced array Y (z) is en-
coded, transmitted and then decoded. Especially for
high bit-rate decoding, an inverse transform of deinter-
lacing, which is referred to as reinterlacing in this work,
is required to reconstruct interlaced video sequences
[15]. Figure 4 shows the basic structure of reinterlacer.

On the assumption that any process is not applied
to deinterlaced array Y (z), the relation between X(z)
and X̂(z) is derived from Figs. 2 and 4 as follows [14],
[16], [17]:

X̂(z) = T
(
zQ

−1
)
X (z) +A

(
zQ

−1
)
X

(
W

(1 1 0)
2 z

)
,

(1)

where WN = e−j 2π
N ,

T (z)=
1
4
F (z)H(z)+

1
4
F

(
W

(1 1 0)
2 z

)
H

(
W

(1 1 0)
2 z

)
,

(2)

Fig. 3 Sampling lattice L(V′) of deinterlaced array with
temporal decimation.

Fig. 4 Basic structure of reinterlacer.
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A(z) =
1
4
F (z)H

(
W

(1 0 0)
2 z

)
+

1
4
F

(
W

(1 1 0)
2 z

)
H

(
W

(0 1 0)
2 z

)
. (3)

It can be shown that if the following conditions
are satisfied, the source X(z) is perfectly reconstructed,
except for delay and scaling [14], [16], [17].

• Alias Free Condition

If A(z) = 0, the alias term in Eq. (1) vanishes. Further-
more, it can be verified that A(z) vanishes if

F (z) = z
−
 

2ST+1
2SV
SH

!
KH

(
W

(0 1 0)
2 z

)
, (4)

where K is an arbitrary non-zero constant, ST, SV and
SH are integers. H

(
W

(0 1 0)
2 z

)
means the vertically

π-modulated version of H(z).

• Distortion Free Condition

Under the alias free condition, perfect reconstruc-
tion is achieved if T (z) is pure delay. The condition
that T (z) becomes pure delay is as follows:

K

{
Em0 (z)Em1 (z)−z

−
„

0
1
0

«
Em2 (z)Em3 (z)

}
=z−d,

(5)

where d is an arbitrary 3 × 1 integer vector. Emk
(z)

is the k-th type-I polyphase component of H(z) with
factor S = diag(2, 2, 1) such that

H(z)=
3∑

k=0

z−mkEmk

(
zS

)
,

m0=
(

0
0
0

)
,m1=

(
1
0
0

)
,m2=

(
0
1
0

)
,m3=

(
1
1
0

)
.

(6)

3. Efficient Implementation with In-Place Op-
erations

Let us show a special pair of invertible deinterlacing
and reinterlacing filters:

H(z) = 1 +
1
2
z−1
T +

1
4
(z1V + z−1

V ) (7)

F (z) = 2 + z−1
T − 1

2
(z1V + z−1

V ) (8)

These filters are designed for satisfying the per-
fect reconstruction conditions shown in Eqs. (4) and (5)
[14], [16], [17]. In addition, the following constraints are
applied in order to give some preferable properties.

• Normalized amplitude : to keep the luminance of
pictures.

Fig. 5 Impulse and frequency responses of deinterlacing and
reinterlacing filters in Eqs. (7) and (8).

Fig. 6 Efficient operations with symmetric border extension
method, where the white, black and gray circles denote even line,
odd line of X(z) and odd line of Y (z), respectively.

• Regularity : to avoid the checker board effect by
interpolation [21].

• Vertical symmetry : to apply the symmetric border
extension method [22].

It is also worth noting that all of the coefficients in
Eqs. (7) and (8) are powers of two.

Figure 5 shows impulse and frequency responses of
H(z) and F (z), respectively, where nT, nV, ωT and ωV

represent temporal variable, vertical variable, tempo-
ral and vertical normalized angular frequencies, respec-
tively.

Efficient deinterlacing and reinterlacing operations
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Fig. 7 Lifting implementation of deinterlacing and
reinterlacing.

Fig. 8 Lifting architectures for deinterlacer and reinterlacer.

using the filters in Eqs. (4) and (5) are shown in Fig. 6,
which allow us to compute them with in-place opera-
tions. In Fig. 6, the white, black and gray circles denote
even line, odd line of X(z) and odd line of Y (z), re-
spectively. The symmetric border extension method is
applied to the vertical direction. The computation can
be implemented by bit-shift operations without mul-
tipliers, since all of the filter coefficients are powers of
two. Additionally, memories can be efficiently used due
to the in-place operations, and most of hardware re-
sources can be shared by deinterlacer and reinterlacer,
since their structures are symmetric each other. Fig-
ure 7 shows structures to realize the operations shown
in Fig. 6. Each structure consists of one predictor with
Haar-type 2-tap FIR filter. The deinterlacing process
can be regarded as vertical lifting calculation for frame
pictures after field interleaving. Figure 8 shows hard-
ware architectures for deinterlacing and reinterlacing,
respectively, where boxes including ‘D’ denote delay el-
ements.

4. Lifting Implementation with DWT

In this section, we propose two deinterlacer-embedded
DWT lifting architectures, single-multiplier-based
(SMUL) and dual-multiplier-based (DMUL) architec-
tures. The resulting architectures allow us to apply
deinterlacing to Motion-JPEG2000 (JPEG2000 Part-3)
with little overhead.

4.1 DWT of JPEG2000

JPEG2000 Part-1 defines two types of DWTs, the 5/3-
filter DWT and 9/7-filter DWT. Their convolution is

Fig. 9 Lifting-based DWT.

Table 1 Filter coefficients of the 9/7-filter DWT, where bi-
nary 12-bits are assigned for their fractional parts, and values
are represented as decimal numbers.

α 1.5861816 γ 0.8828125
β 0.0529785 δ 0.4436035

Fig. 10 Dual-multiplier (DMUL) lifting DWT architecture.

implemented by lifting computation [7], [10]. Figure 9
shows the structures for the 5/3-filter and 9/7-filter
DWTs. The 5/3-filter DWT is constructed by a predic-
tion filter and an update filter. On the other hand, the
9/7-filter DWT is composed of two steps of the predic-
tion and update lifting. Table 1 shows filter coefficients
used for the 9/7-filter DWT in the article [18]. These
coefficients are represented as the decimal numbers by
taking 12-bits for their fractional parts.

Figure 10 shows the conventional architecture for
both of the 5/3-filter and 9/7-filter DWTs proposed in
the article [18]. This architecture realizes the 5/3-filter
DWT as well as the 9/7-filter DWT with the feed back
loops. With the architecture shown in Fig. 10, the ra-
tio of resource utilization becomes 100%, and the hard-
ware costs are saved. In the followings, deinterlacer-
embedded DWT lifting architecture will be proposed
by modifying this architecture.
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Fig. 11 Deinterlacer-embedded dual-multiplier (DMUL)
lifting DWT architecture.

Fig. 12 Lifting implementation of deinterlacer and prediction
filter.

Fig. 13 Single-multiplier (SMUL) lifting DWT architecture.

4.2 Lifting Implementation with DWT

Figure 11 shows the proposed architecutre with dual-
multipliers. The proposed architecture provides simul-
taneous implementation of deinterlacing and lifting-
based DWT by embedding the coefficients of deinter-
lacing into the DWT’s prediction filter. In Figs. 10 and
11, the 5/3-filter DWT uses the coefficients –1/2 and
1/4, and the 9/7-filter DWT uses α, β, γ and δ.

The coefficient 1/2 − 2α is derived as follows. In
Fig. 12,

High =
1
2

{
1
2
Even

(
1 + z−1

V

)
+Odd

}
− α

(
1 + z−1

V

)
=

1
2

{(
1
2
− 2α

)
Even

(
1 + z−1

V

)
+Odd

}
. (9)

Additionally, since the architectures of the predic-
tion filter and the update filter are the same as each
other, SMUL architecture is also possible by sharing
one multiplier and some adders. Figure 13 shows this
architecture for lifting DWT. Hardware costs are re-
duced by saving the number of multipliers. Figure 14
shows the corresponding deinterlacer-embedded lifting
DWT architecture. In the SMUL architecture, the

Fig. 14 Deinterlacer-embedded single-multiplier (SMUL)
DWT lifting architecture.

Fig. 15 Simplified FSM for lifting architectures, where RST/0
and RST/1 denote the states of reset signal RST. (a) FSM for
the 5/3-filter DWT (b) FSM for the 9/7-filter DWT

Table 2 Selection of signals for the 5/3-filter DWT in Figs. 13
and 14.

Selection of signals
State Coefs. MUX1 MUX2

S0 1/4 EVEN ODD
S1 –1/2 B A

number of delay elements working for the 5/3-filter
DWT differs from that for the 9/7-filter DWT.

Figure 15(a) shows a simplified finite-state-
machine (FSM) for controlling the 5/3-filter DWT
shown in Figs. 13 and 14, and the corresponding sig-
nal selections are shown in Table 2. Figure 15(b) shows
a simplified FSM for controlling the 9/7-filter DWT,
and the corresponding signal selections are shown in
Table 3.

For the 5/3-filter DWT, delay elements D1 and D2

are skipped. Multiplexer MUX1 selects signal EVEN
and signal B by turns. Multiplexer MUX2 selects signal
ODD and signal A by turns. For the 9/7-filter DWT,
all delay elements are used. Multiplexer MUX1 se-
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Table 3 Selection of signals for the 9/7-filter DWT in Figs. 13
and 14.

Selection of signals
State Coefs. MUX1 MUX2

S0 δ EVEN ODD
S1 –α B A
S2 –β B A
S3 γ B A

lects signal EVEN every four cycles, and signal B in
the other cases. Multiplexer MUX2 selects signal ODD
every four cycles and signal A in the other cases. The
SMUL architectures have only one-multiplier. For the
5/3-filter DWT, 2-tap filtering is carried out to obtain
two wavelet coefficients, that is, low and high coeffi-
cients. Therefore, two delay elements are required to
store data in the data path. Thus, D1 and D2 are
skipped. On the other hand, for the 9/7-filter DWT,
2-tap filtering is carried out two times to obtain two
wavelet coefficients. Therefore, four delay elements are
required to store data in the data path. Thus, all delay
elements are used.

The proposed architectures shown in Figs. 11 and
14 can also carry out only the lifting-based DWT by
choosing the filter coefficients for the normal transform,
as well as deinterlacing with DWT.

5. Performance Evaluation

Let us verify the significance of our proposed archi-
tectures. The performance will be evaluated by using
several synthesis results obtained from VHDL models
for the architectures. Here, the proposed architectures
are compared with the conventional lifting-based DWT
ones plus separate deinterlacer. The optimization pro-
cesses are applied for minimizing the area in this eval-
uation.

In the following evaluation, Xilinx XCV300 is se-
lected as a target device. The proposed architectures
are modeled such that the number of input bits are set
to 32, where the integer part is 16 bits and the frac-
tional part is 16 bits. Synopsys Design Analyzer ver-
sion 2000.05, which is licensed from VDEC, is used for
the synthesis [23], and Xilinx Design Manager version
v.3.08.i is used as a layout tool.

Table 4 shows the synthesis result of the archi-
tecture shown in Fig. 8. To save the hardware costs,
the multiplier is modeled by a shift operator. Table 5
shows the synthesis results of the architectures shown
in Figs. 10 and 11. These results also include the con-
troller, whose simplified FSM is shown in Fig. 15. In
the case of the deinterlacer-embedded architecture, the
number of equivalent gates increases only 0.8% from
that of the normal lifting-based DWT architecture.
When deinterlacing is implemented as a separate mod-
ule, the number of equivalent gates results in 1,670 as
is seen in Table 4, whereas the proposed architecture

Table 4 Synthesis result of deinterlacer (Fig. 8).

The number of equivalent gates 1,670
Critical path [ns] 22.789

Maximum frequency [MHz] 43.881

Table 5 Synthesis results of lifting-based DWT (Figs. 10 and
11).

Deinterlacer
DMUL Architecture Excluded Embedded

The number of equivalent gates 27,587 27,804
Critical path [ns] 38.404 40.006

Maximum frequency [MHz] 26.039 24.996

Table 6 Synthesis results of single-multiplier architecture
(Figs. 13 and 14).

Deinterlacer
SMUL Architecture Excluded Embedded

The number of equivalent gates 15,641 16,343
Critical path [ns] 38.348 43.154

Maximum frequency [MHz] 26.077 23.173

Table 7 Comparison of latency and throughput of DMUL and
SMUL.

DMUL SMUL
5/3 9/7 5/3 9/7

Latency [cycles] 3 6 3 6
Throughput [cycles] 1 1 1 2

requires only 217 gate-increase. Table 6 shows the syn-
thesis results of the architectures shown in Figs. 13 and
14. The controllers are also taken into account. With
the same way to the previous comparison, the num-
ber of equivalent gates is found to be 4.5% increase.
Compared with the separate implementation of archi-
tectures shown in Figs. 8(a) and 13, the deinterlacer-
embedded architecture shown in Fig. 14 is found to re-
quire less resources.

Table 7 shows the comparison of latency and
throughput of DMUL and SMUL. For the 5/3-filter
DWT, each of DMUL and SMUL is the same. For
the 9/7-filter DWT, the throughput of DMUL is half
of that of SMUL. It is noticed that there is a tradeoff
between the number of gates and throughput.

6. Conclusion

In this paper, invertible deinterlacing was implemented
by some lifting architectures, and the performance was
evaluated by using the synthesis results obtained from
their VHDL models. It was shown that our proposed
architectures can carry out both of deinterlacing and
DWT lifting as almost the same cost as the usual lift-
ing DWT architecture. The hardware costs can further
be saved by employing single-multiplier architecture.
Reinterlacer-embedded lifting-based inverse DWT is
also implemented by modifying scaling and filter co-
efficients of normal lifting IDWT architecture.
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