Institute of Electronics, Infornmation, and Conmunication Engi neers

694

IEICE TRANS. COMMUN., VOL. E76-B, NO. 6 JUNE 1993

|PAPER

Antenna Gain Measurements in the Presence of
Unwanted Multipath Signals Using
a Superresolution Technique

Hiroyoshi YAMADAT, Yasutaka OGAWAT and Kiyohiko ITOH{, Members

SUMMARY A superresolution technique is considered for
use in antenna gain measurements. A modification of the
MUSIC algorithm® is employed to resolve incident signals
separately in the time domain. The modification involves pre-
processing the received data using a spatial scheme®~® prior to
applying the MUSIC algorithm. Interference rejection in the
antenna measurements using the fast Fourier transform (FFT)
based techniques have been realized by a recently developed
vector network analyzer, and its availability has been reported in
the literature.®® However, response resolution in the time
domain of these conventional techniques is limited by the
antenna bandwidth. The MUSIC algorithm has the advantage of
being able to eliminate unwanted responses when performing
antenna measurements in situations where the antenna band-
width is too narrow to support FFT based techniques. In this
paper, experimental results of antenna gain measurements in a
multipath environment show the accuracy and resolving power
of this technique.

key words: antenna gain measurements, multipath environ-
ments, MUSIC algorithm, spatial smoothing preprocessing

1. Introduction

In the measurements of gain and radiation pattern
for a large aperture antenna, a measurement system
often must be constructed outdoors to achieve a far-
field range. In this case, reflected signals from the
ground and other objects often impinge on the
antenna, disturbing measured data. High level test
ranges, ground level test ranges, etc., that utilize spatial
(physical) relationships among antennas and scatterers
(e.g. ground and buildings), have been devised to
reduce the effect of such unwanted responses. The
ranges which cover the wide bandwidth and have
flexibility in antenna positioning, may be difficult to
realize in such a multipath environment, so that we
must design the outdoor ranges to compensate for
multipath interference in some limited frequency band
and antenna position/height. In view of recent situa-
tions of land and buildings, it is becoming very
difficult to achieve a good far-field range. A compact
range is one of the promising methods for realizing a
far-field range equivalently in a small space. However,
establishment of antenna measurements in multipath
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environments is meaningful for enhancement of the
measurement accuracy in the existing far-field ranges,
and for making design of the ranges flexible. It is often
difficult, however, to achieve enough accuracy because
of high operation frequency and/or narrow pass-
bandwidth. Many improvements have been presented
to enhance measurement accuracy.

A recently developed vector network analyzer
provides time-domain processing based on the fast
Fourier transform (FFT) algorithm. This algorithm
can be utilized in swept frequency measurements to
enhance the measurement accuracy even when there
exist unwanted responses, that appear as ripples in the
frequency domain, extraction of only desired re-
sponse(s) can be done by gating in the time-domain
presentation. Because the processing is mathematical,
the measurement system hardly has physical restric-
tions compared with the measurement ranges stated
above. Then, high measurement flexibility, in addition
to the measurement accuracy, can be realized.»®

However, desired (direct path) and unwanted
(e.g. ground path) responses must be clearly separated
in the time-domain presentation to apply the time-
domain processing correctly. If the skirts of the
responses are overlapped with each other, the time-
domain gating cannot work properly, and a gating
error occurs in the processed data. The response
resolution of the inverse FFT (IFFT) essentially
depends on the frequency bandwidth of obtained data.
Also, outdoor wideband measurements are often not
preferable because the wideband radiation may inter-
fere with another radio system. In the antenna mea-
surements, signal detection and interference rejection
using the data within the operating frequency band-
width are desired. Namely, high resolution time-
domain estimation has been eagerly desired.

We propose to apply a superresolution technique
to the antenna measurement data. Among various
superresolution techniques, we adopt a MUSIC
(MUltiple SIgnal Classification) algorithm.? The
other eigenstructure based superresolution techniques,
for example, MFBLP,” ESPRIT,® etc. are also appli-
cable to the antenna measurements, because they are
formulated for the same signal model as the MUSIC.
The MUSIC algorithm has been widely studied, espe-
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cially for the direction finding problem, and then, we
can say that the MUSIC is a representative superresolu-
tion technique among them. It is difficult to choose the
best algorithm. Our goal in this paper is not to choose
the most suitable technique for the antenna measure-
ments. The results of the MUSIC reported here will be
also a good reference when we adopt another eigen-
structure based superresolution technique.

A spatial smoothing scheme®-® must be carried
out to the measured frequency-domain data before
applying the MUSIC algorithm. This is because the
received signals in this case are time invariant in
contrast with the usual direction finding problem. We
have reported the effectiveness of the algorithms for
electromagnetic circuit measurements.®® In that paper,
we showed that the MUSIC algorithm preprocessed by
the spatial smoothing method has higher capability of
resolving signals (discrete points of reflection) com-
pared with the conventional FFT technique. Our main
objectives in this paper are, first, to separate incident
signals in the time domain using narrower frequency-
domain antenna transmission data, then, to eliminate
the effect of unwanted signal(s) in the frequency-
domain presentation. We made a multipath environ-
ment model in a radio anechoic chamber, and demon-
strated the high response resolution capability of the
MUSIC algorithm. Measured values of the actual
antenna gain in the multipath environment are also
presented. The algorithm employed here is essentially
the same as that described in Ref. (9). However,
characteristics of the measured device (antenna) and
measurement system have quite different features. For
the circuit measurements as discussed in Ref. (9), the
calibration sequence can be done before applying the
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MUSIC. On the contrary, we must apply the method
to raw data without calibration and extract the desired
responses in the antenna measurements. These proce-
dures are required for both the antenna under test and
the reference antenna. Next, the response is calibrated.
Strictly speaking, the MUSIC algorithm is derived to
treat frequency independent signals. The antenna is in
general a frequency dependent device. In spite of these
inadequate conditions for the MUSIC algorithm,
experimental results reported in this paper are accurate.
This is because of the narrow bandwidth that the
MUSIC needs. ,

The paper is organized as follows. First, we
introduce the received signal model in the antenna
transmission measurement, and formulate the problem
in Sect. 2. In Sect. 3, we present a brief review of the
algorithm in this problem. We present some experi-
mental results to illustrate its resolution capability in
Sect. 4. Gain estimation results are also shown.
Section 5 contains conclusions.

2. Problem Formulation

We consider an antenna transmission measure-
ment. An overview of this scheme is shown in Fig.
1(a). In this figure, we show only one reflected path (a
ground path reflection). Generally, there often exist
some reflected signals from buildings and so forth in
addition to it. The formulation stated below can be
straightforwardly expanded into such a complicated
multipath environment.

Amplitude and phase of the received signal as a
function of frequency can be obtained by measurement
equipment such as a vector network analyzer. Using

Transmitting antenna
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(a) Overview.
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(b) System interpretation.

Fig. 1 Antenna measurement scheme.
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the system interpretation, we can illustrate this scheme
as Fig. 1(b). In this figure, H; (f) and H,,(f) denote
the transfer functions of transmitting and receiving
antennas, respectively. In this paper, we assume that
the receiving antenna is an antenna under test (AUT).
Then, the measured data can be regarded as Sy, data in
the S-parameter expression. The transfer function
H (f) represents the propagation environment, and
n(f) denotes the additive noise. Then, the obtained
frequency-domain data »(f) are given by

r(f)=Hwu(f)-H(f) Hu(f)+n(f). (1)
Referring to Fig. 1(a), we can rewrite Eq. (1) as
r(f)=Ha(f, 6) Hr(f, &) o1e7727"
THa(f, 0) Hu(f, §7) o272
+n(f) (2)

where p; and p, denote transmission coefficients of the
main and reflected path signals, respectively. They are
assumed frequency invariant. Propagation delay time
of each signal is expressed as 4 and 5. Frequency
dependence of the antenna transfer function can be
neglected over a narrow frequency bandwidth. Then,
Eq. (2) can be simplified as

r(f) =sie” ¥ 4 e 2 p (f) (3)

where s; and s, denote the signal parameter of the main
path and reflected path signals, respectively. The main
path response is expressed as s;e™>”*!, Essentially Eq.
(3) is the same form that we formulated for the electro-
magnetic circuit model.®> Then, we can say that the
MUSIC algorithm can be applied for the antenna
measurements discussed above.

When the duration of the antenna transient
response is relatively long for assuming the frequency
invariance of its transfer function but the interference
signals can be clearly separated, the main path signal
(desired response) often consists of several dominant
signals. This may happen in measurements of large
aperture antennas such as a reflector antenna. These
signals are from the disk aperture, disk edges, and so
forth (Ref. (10), Fig. 8.12). In such cases, the desired
response can be expressed as

do X )
Smain= leie—ﬂmft, (4)
=

where d, denotes the number of signals which construct
the total main path response among the “d” incident
signals. The antenna shape is always known previous-
ly so that we can distinguish between desired and
undesired responses from their delay time information.
When the swept frequency bandwidth is too narrow to
distinguish phase changes from these d, signals, namely
when 27ft; =27xft;(i, j=1-dy) holds throughout the
frequency band, then the model leads to Eq. (3).
From these results, L uniformly sampled
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frequency-domain data (#; i=1, 2, -+, L) can be
written using the vector notation as follows:

r=As+n, (5a)
r=[nm, r, =, 1n]" (5b)
s=[s, 8, -, 54]7, (5¢)
n=[n, ny, -, n]", (5d)
A=[a(t), a(s), -, a(w)], (50)
a(ty) =[e 2Wite g=i2f2tn ... gi2MfLt|T
k=1,2, -, d. (5D

Here, T denotes transpose. A given by Eq. (5e) is an
L X d delay parameter matrix and a(f.) is called the
“mode vector” of each signal.®V In the above equations,
we assume that there exist d incident signals for the
general problem. Note that d=2 in a case of Fig.

1(a).

3. The MUSIC Algorithm in Antenna Measure-
ments

The MUSIC algorithm® is the eigenstructure-

" based high resolution method that exploits certain

structural properties of the data correlation matrix.
From Eq. (5a), the data correlation matrix can now be
expressed as

R=E[rr?]|=A847 + 5’T (6)

where E[-] denotes the ensemble average, S=F[ss”]
denotes the signal correlation matrix, I is the identity
matrix, and H denotes complex conjugate transpose.
o® denotes the noise power. In a case of applying the
MUSIC algorithm, the signal correlation matrix §
must be nonsingular.> However, the signals of each
propagation path (s;i=1, 2, -, d) express the trans-
mission coefficients, then they are time invariant
(complex) values.® Consequently, the signal correla-
tion matrix becomes singular. Therefore, decorrelation
procedures are required to make it nonsingular. The
decorrelation procedures considered here are called
“spatial smoothing preprocessing” in the direction
finding scheme. In this paper, we examine two tech-
niques. One is the conventional spatial smoothing
preprocessing (SSP),® the other is the modified spatial
smoothing preprocessing (MSSP) .®»#)

In each spatial smoothing preprocessing, the data
vector r in Eq. (5a) is partitioned into M overlapped
subarrays of size N=d+1. Samples {n, r, -, 7y}
form the first subarray, the samples {#, 7, 7y.1} form
the second subarray, etc. The SSP is a method which
uses the average of the subarray’s data correlation
matrices. That is,

1 M
Rssp=ﬁ4—' 2R (7)

k=1
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d, can be estimated by the peak
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where ters, t;i=1, 2, -,
R.=E[r.rf], (8a)

"k=["k, Fr+1, *°°, rk+N—1]T~ (Sb)

On the other hand, the MSSP is the method that uses
Ryssp defined as

Russe =172 (Rut JRET) ©)

where * denotes complex conjugate, and J is the N X
N exchange matrix:

0 0 -0 17
00 10
J=|: i (10)
0 1 0 0
(1 0 -0 0

The MSSP is also called “forward-backward spatial
smoothing.”® These spatial smoothing methods can
destroy the signal coherence, that is, the signal correla-
tion matrix in Rssp or Russp becomes nonsingular.
Then, the MUSIC algorithm works properly with each
preprocessed data correlation matrix (see Ref. (9) for
the details).

The MUSIC algorithm uses the eigenstructure of
the (preprocessed) data correlation matrix. The num-
ber of signals (d) is obtained by the number of
eigenvalues of the correlation matrix which are larger
than the noise power. Theoretically, the number of
resolving signals with the SSP and the MSSP are equal
to ‘M’ (< N) and 2M’ (< N), respectively, when we
apply the spatial smoothing scheme with ‘M’ subarrays
to the data. Practically, however, the number of
required subarrays to resolve ‘d’ signals is often greater
than the theoretically required one because of the
finiteness of the snapshots and modeling errors. They
correspond to cross-spectral estimation errors,
jammers, and wavefront distortions in the direction
finding scheme reported in Ref. (11). The remaining
(N —d) eigenvalues are equal to the noise power.
Also, the delay time of each incident signal is acquired
using the property that the eigenvectors corresponding
to the minimum eigenvalues are orthogonal to the

~signal mode vectors. The following function is em-
ployed for testing the orthogonality in practice,M®

a(t)?a(t)
a(t)?EvEfa(t) (11)

where Ey is the N X (N —d) matrix whose columns
are the (N—d) eigenvectors corresponding to the
minimum eigenvalues (noise power). When the delay
time “¢” in Eq. (11) coincides with the delay time of
the incident signal, the function has a sharp peak
which diverges theoretically. Then, the delay parame-

Pmusic(l) =

positions of Puusic(2). Note that the values of the
peaks of Ppysic(#) do not correspond to the incident
signal power.

As we reported in Ref. (9), the decorrelation effect
of the MSSP is superior to that of the SSP, hence the
MUSIC algorithm preprocessed by the MSSP can
resolve the signals with narrower frequency bandwidth
data than that preprocessed by the SSP. We can say
that the MSSP is more suitable than the SSP from the
viewpoint of narrow-bandwidth measurement assump-
tion described in the Sect. 2, in addition to the superior
decorrelation capability. '

After estimating the delay parameters, the individ-
ual transmission coefficient can be obtained by the
following equation.®

s=(A"A)"" A"E[r]. (12)

where E[r] denotes the ensemble average. Practically,
E[r] is estimated using finite snapshots.®” Clearly, the
main path signal, that we want to extract here, has the
shortest delay time among the signals (see Fig. 1(a)).
Then, s; becomes the desired signal response, when we
arrange the delay time in increasing order (4<f<--
<t4). We can estimate the main path signal response
s by calculating Eq. (12).

Finally, we replace the AUT with a gain-standard
horn antenna (STD), leaving all other conditions the
same, and carry out the same procedures shown above.
Then, the gain of the AUT can be obtained by compar-
ing the results of the AUT and the STD. The gain of
the AUT in decibels (G4YT) 4 is given byd®

(647 5= (Gt 20 log sl (1)
where (G*™”) 4 is the gain of the STD, 5’7 is the
transmission coefficient of the main path signal of the
AUT and s is that of the STD.

4. Experimental Results

In this section, we present experimental results of
the antenna gain measurement. We placed a metal
plate on the back wall in a radio anechoic chamber as
shown in Fig. 2, and had an intentional reflection path.
Clearly, there exist two dominant paths, and the
reflected path signal was delayed from the main path
signal by about 8 nsec. We employed a monopole
antenna of the length about 2.4 cm as the AUT. A
transmitting antenna we used is a linearly polarized
broadband antenna covering the frequency range from
1 GHz to 18 GHz (EMCO model 3115). A horn
antenna (NARDA model 644) was used for the STD.
In this experiment, each antenna was vertically polar-
ized so that the polarization was matched each other.
The measurement system configuration is shown in
Fig. 2. Our purpose in this experiment is to estimate
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Synthesized Frequency Network Controller %5 3.0 35
Sweeper Converter Analyzer HPQO?J?—{ - . .
0 HP8511A HP3510B M 345
HPssA0B Frequency (GHz)
HP-IB Fig. 3 Ungated and gated frequency-domain responses.
Test set IF
Interconnect Disk Drive
Mi HP C2213A ©
Al;x:lr;l\;%a.evre g 100 MHz span 300 MHz span
Directional ~ HP8349B 2 10y
Coupler E i 1 GHz span
HP11692D S i
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,l / \ 8 0.5 C
Attenuator -30dB . [:1{
'S
Fig. 2 Measurement system configuration. =
£ 0.0
2 [ 1 1
. . « 29 1 ! ! [ 1 o ! 1
thfa gain 'of the AUT in a “narrow” frequency band 120 130 140 150
width. First, we discuss the effect of the unwanted path .
signal in the frequency domain and time domain, then, Time (nsec)
show the results of the time-domain analyses using the Fig.4 Time-domain analysis using the IFFT. 1 GHz span:

IFFT and the MUSIC algorithm.

The measured frequency responses (magnitude) of
the AUT are shown in Fig. 3. We see periodic ripples
due to the interference by the reflected signal (the curve
marked by “ungated response” in Fig. 3). A reciprocal
of its period corresponds to the delay difference
between the main path signal and reflected path one. If
the obtained data frequency bandwidth is wide enough
to detect the periodicity, we can estimate the isolated
main path response. However, the estimation may fail
if the frequency bandwidth is narrower than the
period. Moreover, the detection becomes more difficult
in a complicated multipath case. Then, time-domain
techniques are required.

Figure 4 shows the time-domain responses calcu-
lated by the IFFT implemented in the HP8510B. As
we see from this figure, the two signals cannot be
detected by 100 MHz bandwidth data. The two peaks
can be detected by 300 MHz bandwidth data. How-
ever, their estimated delay time can be biased since the
skirts of each response are overlapped with each other,
and then the gating technique may not work properly.
Even if the precise delay time estimation can be done,
direct application of Eq. (12) to the ‘300 MHz’ band-
width data cannot be assumed to be proper because the
frequency dependence of each signal cannot be neglect-
ed in this frequency bandwidth generally. It is seen
that we need about 1 GHz bandwidth data to resolve

The measurement frequency band is from 2.5-3.5 GHz.
300 MHz span: The measurement frequency band is
from 2.85-3.15 GHz. 100 MHz span: The measurement
frequency band is from 2.95-3.05 GHz.

them completely, and the gating technique can be
properly applied for the time-domain extraction in this
case. The response processed by the time-domain
gating is also shown in Fig. 3 (the curve marked by
“gated response”). We may see that the magnitude
error in the raw data (ungated response) is about 5 dB
at 3.0 GHz. This is very large. The time-domain
technique based on the Fourier transform is useful as
shown above. Though it has no restrictions on the
signal model, its response resolution depends on the
frequency bandwidth. Then, it cannot be applied
properly when the pass-bandwidth of the AUT is
narrow.

- Now, we show the results of the MUSIC algo-
rithm. Figures 5(a) and (b) show the results of the
MUSIC algorithm preprocessed by the SSP (MUSIC-
SSP), and those by the MSSP (MUSIC-MSSP), respec-
tively. 50 snapshots were used for estimation of R; in
Eq. (8a). Although a great number of snapshots are
desired for the precise estimation of Ry, they will be
limited by the allowable measurement time in practice.
In the estimation using the MUSIC algorithm, the
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(b) The MUSIC-MSSP. N =20, f;=3.0 GHz, 4f =1.5
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Fig.5 Time-domain analysis using the MUSIC algorithm. The
value in the parenthesis ( ) denotes the required fre-
quency bandwidth.

lowest frequency of the data was fixed at 3.0 GHz (fi=
3.0 GHz). N must be larger than the number of
received signals (d), then, we chose N =20, which is
large enough in this case. Eigenvalue distribution in
each analysis as a function of the smoothing index
(M) is shown in Figs. 6(a) and (b). Two dominant
eigenvalues are resolved in each analysis, then we
chose the dimension of the signal subspace as two.
Noise power can be estimated to be about —85 dB
from the minimum eigenvalues. If we do not have any
prior information on the number of incident signals,
we should apply the MUSIC with some parameters
(N, M, 4f), and then determine the number of
dominant signals by the eigenvalue distributions. The
sampling frequency period (4f) must be chosen so as
not to cause aliasing. The sampling frequency period
in the MUSIC-SSP in Fig. 5(a) was 2.5 MHz, which
covers the time span of about 400 nsec. Time span of
about 667 nsec was covered by the sampling frequency
period of 1.5 MHz used in the MUSIC-MSSP case
(Fig.5(b)). The main path response appears in the
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Fig. 6 Eigenvalues in each analysis as a function of the number
of subarrays.

time-domain presentation at about 132 nsec. Then, we
can say that the covered area is wide enough for each
analysis in this experiment, even if there exist long
delayed signals. The number of subarrays is marked by
‘M’ in Figs. 5(a) and (b), and the required frequency
bandwidth is also shown in the parenthesis. As we see
from Fig. 5(a), the MUSIC algorithm cannot work
properly when M =1. No decorrelation preprocessing
is performed in this case, namely, the signals are com-
pletely coherent (see also Fig. 6(a)). As the number
of subarrays increases, the correlation between the
signals is decreased more effectively, then the
eigenvalues corresponding to the incident signals can
be clearly separated from others. Furthermore, the
corresponding peaks in Ppysic (£) become sharp. Then,
we can say that the two peaks are successfully resolved
by about 60 MHz bandwidth data in Fig.5(a). As
stated in the preceding section, the MSSP has better
decorrelation performance than the SSP also in the
antenna measurements. Consequently, the MUSIC-
MSSP can realize the detection of signals by narrower
frequency bandwidth data than the MUSIC-SSP. The
frequency bandwidth can be reduced to only about 35
MHz for the MUSIC-MSSP as shown in Fig. 5(b).
The number of eigenvalues greater than the noise
power (about —85 dB) is the number of resolvable
signals as we mentioned previously. However, the
number of the detected signals in each preprocessing
scheme is not increased, even when we evaluate the
function Ppusic(¢) assuming that there exist more than
two signal eigenvalues. The cause that the eigenvalues
appear around —60 dB is conjectured that there exist
more than two signals but the power of them is too
small for the MUSIC to resolve them using such
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narrow-band data. In fact, more than two signals can
be detected when we apply the MUSIC for wide-band
data as shown in Fig. 7. We see that those detected
peaks by the MUSIC coincide with those by the IFFT
(3 GHz) to some extent. These signals are considered
to be the reflected ones from the wall of the chamber as
a clutter, and they are below both of the two dominant
signals by more than 30 dB. Then, it can be considered
that errors of the estimated signal parameters (also
gain) due to these residual signals are negligible practi-
cally. Though the eigenvalue shown in Figs. 6(a) and
(b), is not proportional to each signal power precisely,
the eigenvalue distribution will be helpful to recognize
the number of dominant signals.

If the delay time of each dominant signal can be
correctly resolved in a narrow frequency bandwidth,
we can obtain the signal parameters (s;; i=1, 2) using
Eq. (12). The time-domain gating technique, previ-
ously shown, requires the frequency bandwidth of

about 1 GHz. Apparently, as shown in Fig. 4, we
3
_ 100 110 @
n - MUSIC-MSSP (272MHz) ] £
~ 50 — - 5 o
@ C . 4
0 - ] e)
c ok
o} - : @
? g 30 3
o -50F MUSIC-SSP (272MHz) ] é
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L -100} \ S 5
L C IFFT (3GHz) N E
o . | | L ! 149 &
_15 i1 1 3 1t 1 | 11 i 111 1 11 1 1 —
1900 120 140 160 180 200 4

Time (nsec)
Fig. 7 Time-domain analysis with wide-band data. IFFT: The
measurement frequency band is from 2-5 GHz. MUSIC-
SSP: £i=3.0 GHz, 4f =4 MHz, N=50, M =20, d=20.
MUSIC-MSSP: f,=3.0 GHz, 4f =4 MHz, N=50, M =
20, d=40. The value in the parenthesis ( ) denotes the
required frequency bandwidth.
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cannot even recognize the existence of two signals by
the FFT technique when the frequency bandwidth is
narrower than 100 MHz. On the other hand, when we
employ the MUSIC-SSP, it needs only about 60 MHz
bandwidth data for the detection. Furthermore, only
35 MHz bandwidth is enough for the interference
rejection with the MUSIC-MSSP. The frequency
bandwidth is almost 1/29 of that required by the FFT
and the gating (FFT-GATE) techniques.

Next, we replaced the AUT with the STD. The
reflected signal from the metal plate hardly disturbed
this measurement because of the high front-to-back
ratio of the STD. Namely, dominant reflected signals
were not observed by either the IFFT or the MUSIC.
The estimation using the MUSIC method was per-
formed with the same parameters (N, M, f;, Af, etc.)
as those used for Figs. 5(a) and (b). The results are
shown in Table 1. Besides, the results of the AUT
measurement are also shown in the table (see also Figs.
5(a) and (b)). From the table, we can see that the
delay time of the main path signal for the STD is
longer by 1-2 nsec than that for the AUT. The AUT
(monopole) and the aperture of the STD (horn) were
placed at the same position in our experiment. The
feed point of the STD is slightly far from the aperture.
Thus, the delay time for the STD is longer than that for
the AUT. Also, as we stated previously, the signal
parameters (s;i=1, 2, -+, d) were assumed to be
frequency invariant through the used frequency band
for the MUSIC algorithm.

Here, we compare the estimated results by the
MUSIC algorithm with those by the FFT-GATE. In
Table 1, we show also the estimated values by the
FFT-GATE at frequency 3.018 GHz. They were
obtained by the 1 GHz bandwidth data whose time-
domain response is shown in Fig. 4 (marked by “I
GHz span”). 3.018 GHz is the center of the frequency
band 3-3.036 GHz which was used for the MUSIC-
MSSP (M =6). From Table 1, we can see that the
estimated values by the MUSIC algorithm are coinci-

Table 1 Estimated values by the MUSIC algorithm and FFT. The values
marked by * denote the estimated values at frequency of 3.018
GHz.
AUT STD AU
TECHNIQUE BANDWIDTH(MHz) —- o) % (o) ol (@B |5 s o @8] © (dB)
FFT-GATE 1000 131.865 139.876 -18.13* 133.810 -1.49* 0.79*
MUSIC-SSP  (M=1) 47.5 not resolved not resolved — 133.891 -1.34 —
- (M=2) 50.0 131.908 140.562 -17.99 133.894 -1.33 -0.79
(M=4) 55.0 131.952 140.426 -17.92 133.902 -1.31 -0.75
(M=6) 60.0 131.944 140.192 -17.92 133.911 -1.29 -0.76
(M=8) 65.0 131.914 139.938 -17.95 133.919 -1.28 -0.80
MUSIC-MSSP  (M=1) 28.5 132.136 140.012 -17.68 133.805 -1.49 -0.36
(M=4) 33.0 131.982 139.770 -17.77 133.391 -1.46 -0.46
(M=5) 34.5 131.788 140.338 -18.10 133.233 -1.45 -0.81
(M=6) 36.0 131.764 140.392 -18.13 132.993 -1.45 -0.84
(M=38) 39.0 131.816 140.208 -18.04 132.781 -1.44 -0.76

NI | -El ectronic Library Service



Institute of Electronics, Infornmation, and Conmunication Engi neers

YAMADA et al: SUPERRESOLUTION TECHNIQUES FOR ANTENNA MEASUREMENTS

10 10

- (& Use scale at left)

r STD b

O+ FFT-GATE

@
U |y R
o (Use scale at right -) MUSIC-MSSP J m
% r auT (M=6, 36 MHz span) kel
3 -10 // ] O C
pa =
a / ’ ®
= T N A A
<€ An L N e Fot |
20 Nooo
FEAR slAUT B
B (& Use scale at left) |
_3% 1 1 1 1 | ) 1 1 N _10
5 3.0 35

Freguency (GHz)

Fig. 8 Estimated main path responses of the AUT and STD,
and obtained gain of the AUT.

dent with those values by the FFT-GATE. The
discrepancy of the estimated gain (G*Y") between the
MUSIC and FFT-GATE is within 0.05 dB except for
the MUSIC-MSSP, M =1 and 4. Generally, as ‘M’
increases, the signal coherence can be destroyed
effectively, then the signal detection capability of the
MUSIC is improved. This improvement can be seen in
the estimated results of the delay times (# and %) by
the MUSIC-SSP. However, the improvement is not
clear for the estimated delay times by the MUSIC-
MSSP. This is because the effective decorrelation
coefficient is not related to ‘M’ monotonically in this
preprocessing,® and the decorrelation effect does not
affect the eigenvalue distributions as seen from Fig.
6(b). For the signal parameter estimation, we can say
that magnitude of the signals estimated by Eq. (12) is
not too sensitive to the bias of each estimated delay
time though the precise delay time estimation is
required for the phase estimation of them. As a result,
accuracy improvement of the estimated signal parame-
ter (s), also gain, due to the increase of M is not seen
clearly from this table.

Also, these results are illustrated in Fig. 8. The
results obtained by the MUSIC-MSSP (M =6), which
are marked by “MUSIC-MSSP (M =6, 36 MHz
span),” are shown by the notation -. Frequency band
which was used for the estimation is shown by the
markers - —. From this figure, we can see that 57",
st and G*YT estimated by the MUSIC algorithm
coincide with those by the FFT-GATE. The fre-
quency bandwidth required by the MUSIC-MSSP (M
=6) is only 36 MHz, which is almost 1/28 of that by
the FFT-GATE. Note that the gain of the AUT
(monopole) was low in our experiment because the
ground plane of the monopole antenna was small, and
because it was not matched to the feed line well.

From these results, we can say that the MUSIC is
useful for elimination of the unwanted signals by
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narrow frequency bandwidth data in the antenna
measurements. The experiment considered here was
the simplest multipath model. However, we can
straight-forwardly expand the above procedures for
more complicated multipath models as discussed in
Sect. 2.

5. Conclusions

In this paper, we have proposed the superresolu-
tion technique for the antenna gain measurement, and
have shown its availability through the model experi-
ment in the radio anechoic chamber. The interference
rejection capability of this method may be also
effective for antenna pattern measurements in a
multipath environment. In this experiment, the delay
time difference between the main and reflected signals
is about 8 nsec, then the reflected signal can be regard-
ed as a closely spaced interference. Generally, in the
outdoor far-field ranges, the delay time difference of
them is expected to be much longer than this experi-
ment, so that the MUSIC algorithm can be expected to
work well in much narrower bandwidth. Bias of the
estimated parameters (delay time, amplitude and phase
of the signals) and resolution capabilities for various
kinds of antennas in some typical multipath environ-
ments, are the subject to be considered. The measure-
ment error also affects the resolution of the method.
Especially, accuracy and stability of an oscillator relate
to the mode vector errors in the time domain scanning.
This corresponds to the array calibration problem in
the direction finding scheme. Systematic studies have
not been done on the effect of measurement error to the
MUSIC algorithm. They should be done in future.
However, we can say that this technique is a promising
one to be utilized for antenna measurements in a
multipath environment.
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